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Notation and how to study these notes

Difficulty notations:

#: denotes a proof or idea that is hard or hard to reproduce.

M. denotes a proof or idea that requires partially unmotivated tools or machinery that is hard to pull
out of thin air, but the rest of the argument is easy.

J: denotes a proof or idea that is easy to see knowing some other results that help motivate it.

J3: denotes a proof or idea that is easy and no particularly clever ideas are needed. For revision pur-

poses reading it a couple times will suffice.

Other notation:

x'=(xy,---,x,) €{0,1}": a message consisting of n bits x;.

./ an alphabet, finite unless otherwise specified.

Xijz(Xi,Xl-H,--- ,X;): a block of random variables with i < j, of length j—i+1.

0log0: a weird way of writing 0.

{0,1}*: the set of all finite-length binary strings, i.e: {0,1}*=|J,,{0,1}".

{X;}.: a collection of independent random variables.

Ex.o[f(X)]: means the expectation of f(X) where X ~Q. Also written as fo(x)dQ(x)
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1.

Introduction: What is entropy?

1 The Asymptotic Equipartition Property

~

Learning objectives:
e Definition of entropy.

e The AEP, which states the following: given a memoryless source, the probability of any
string generated by the source becomes asymptotically uniform on the set of typical strings,

which also carries all the mass. Conversely, any set that carries all the mass must be just

as large.

Definition 1.1 A sequence of random variables X = (X,, : n > 1) with values on an alphabet .¢/ is
called a source. If the random variables X; are iid, the source is said to be memoryless.

Definition 1.2 Let X be a random variable taking values on .o/, and let P denote its probability
mass function. The entropy of X, H(X) is defined as

H(X):= Z P(x)log P(x)=E[—log P(X)]

Note that P(X) is a random variable, simply defined by P(X)(w)=P(X = w). We
will denote P*(X") for the joint PMF of a message X/

Theorem 1.4 (Shannon’s computation 4J) Let X" be a block of iid RVs with distribution P on a

finite alphabet .«7. Then
—n'log(P"(X"))— H

In probability. Where H = H(X;) is the common entropy.

Proof. Since the random variables are iid, we have

l_[P 210g [T, Px, ) 22?=1108(P(Xi))



Therefore

—n"'log(P"(X"))=n"") —logP(X;)— E[-logP(X,)]=H

-

in probability by the WLLN. @

We have the following:

H(X)e€[0,00] because —log P(X)>0.

e H(X) does not depend on the values of X, only on the probabilities with which it takes said
values.
e H(X)= H(f(X)) for any injective function f:.o/ — .o/ for the same reason as the second

bulletpoint.

e H(X)=>0 with equality if and only if X is deterministic almost surely.

Informally speaking, what this Theorem tells us is that with a very high probability, the probability of

a typical long message P"(X") is approximately 27" Or more precisely, given an error tolerance e

P 2—n(H+e) < Pn(Xln) < 2—n(H—e) —1

Bji(€)

Definition 1.6 (Typical messages) We refer to the set B*(¢€) as the set of typical messages:

B:(e) = {xl’l c sz” :2—n(H+E) < Pn(xln) < 2—n(H—e)}

Corollary 1.7 (Asymptotic Equipartition Property 93) Let (X,,: n >0) be iid on a finite alphabet
./, with common distribution P and common entropy H = H(X;). Then for any € >0, we have

e |BX(e)| <2+ for all n> 1.
° P(Xln S BZ(E)) —1.

And conversely, if (B,) is a sequence of subsets of A" for n > 1 with the property that P(X" €



B,)— 1 as n— 00, then for any € >0, eventually:

|B,| > (1—¢)2"H9

Main idea: To prove the convergence of the direct part is immediate from the construction before.
To prove the size bound of the direct part we use the standard size counting trick. To prove the size
bound of the converse part, we observe that since both (B,) and (B?) have that P(X" € B,)— 1 and
P(X" € B¥(€)) — 1 then it will be the case that P(X" € B,NB*(e))— 1. From here we can use a

standard size bound trick.

Proof of Corollary[1.7. The fact that P(X" € B¥(¢))— 1 as n —> oo comes for free from the
construction of B*(e) and Theorem Indeed: by the Weak Law of Large numbers we have that
for all €>0:

gl

P(z—n(H+e) < Pn(Xln) < 2—n(H—e))_) 1

1
—;logP”(XI”)—H > 6) —0

So by rearranging:

And the set on the inside is the set of typical strings.

To show the bound on the size, we note that

12P(X€Bi(e)= > P"(x/)z|Bj(e)2 "

x['€Bji(€)

where in the last inequality we have used the defining property of B*(e). To show the converse,
suppose (B,) € A" is a sequence of sets of messages with the desired property, i.e: that all the

mass is asymptotically concentrated on them. Then we start by noting that
P"(B,NB}(¢))=P"(B,)+P"(B(e))—P"(B,UB (€)= P"(B,)+P"(B(€)—1

Since this right hand side converges to 1 (by hypothesis and B* being the set of typical messages),
we have that
P"(B,NB(e))— 1.




Therefore, for any € >0 it will be the case that eventually

(1—€)< P"(B, N B*(e))

- ¥ e

X!'eB,NBL(e) "
€B;(€)

<|B,NB;(e)| 27"

< | Bn |2—n(H—e)

Rearranging gives the claim. @

There is something to say about the indiscriminate use of the notation P"(A) that
we are using. Here, by P" we mean the measure induced by X", so whenever we say P"(A) what

we really mean is P(X" € A)

Let us make a few comments on the AEP. First note the format of the result. We first show the
existence of an object with a certain quantitative performance, and then show that no other object
can outperform it. This result gives an interpretation of the meaning of entropy. Indeed: it tells us
that the smallest set of strings that carry almost all the probability on .o has a size of approximately
2" strings. As such, a higher entropy means a higher number of typical messages, which means that

RVs with high entropy are "more random".



1.2 Fixed Rate Codes

Learning objectives: In this section we study the fundamental limitations of fixed-rate com-

pression. In particular we learn:

e Definition of fixed-rate codes, their error probability and their rate, which quantifies how
good they perform.

e The fixed-rate coding Theorem, which states that one can always achieve a performance

at least as good as the entropy, but actually one can't do any better.

Definition 1.9 (Fixed Rate Codes) Let X=(X,,) be a memoryless source with distribution P. A

fixed rate lossless compression code for X is a sequence of codebooks (B,) with B, C.o/™.

Let us explain what we mean by a codebook. Suppose we are trying to compress a specific message
x'. What we could do is write a codebook, i.e: a list of all messages we are interested in compressing,
call it B,. Suppose both sender and receiver agree on B, and the ordering of the messages in B,.
Then if Alice wants to send x/" to Bob, she first checks whether x" € B,,, and if it is, she describes the
message to Bob by writing a flag, say 1, followed by the index of x" in B,. This takes

1+[log,(|B,])] bits
If the message x" ¢ B,, then she indicates a 0 flag, and sends x* uncompressed. This takes
1+[log,(l.¢")|=1+[nlog,(l.</)] bits

The interplay here is that you want to make B, large to avoid having to send an entire uncompressed
message, but then you don't want to make B, too large, because then otherwise this whole business
becomes redundant.

Definition 1.10 (Rate and error probability) The rate of a fixed-rate code (B,) for a source X is
defined as

R, =n"" (1+(log,(IB,D])

The probability of error is defined as P =P(X" ¢ B,)

The rate captures how many bits of information you need to transmit one symbol through the fixed-rate
codes. A lower rate implies a better compression. The probability of error is pretty self-explanatory.
The question we may ask now is: if we require the probability of error to be negligible asymptotically,
what is the best (i.e: the lowest) rate we can achieve? It turns out that entropy is the answer to this

problem.
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Figure 1. Codebook illustration

Theorem 1.11 (Fixed Rate Coding Theorem J) Let X=(X,,) be a memoryless source with distri-
bution P and entropy H(X;)=H. Then

e For any € >0, there exists a fixed-rate codebook (B*) with vanishing error probability and

with rate

2
Rn3H+e+; Vn>1

e If a fixed-rate codebook (B,) has vanishing probability, then for any e > 0, its rate must
eventually satisfy
R,>H—¢€

Main idea: The direct part is a corollary of the AEP: Indeed, the hinted codebook is simply the set
of typical messages, and to prove the bound on the rate we use the size upper bound given by the
AEP. The converse follows by using the lower bound given by the AEP on the size of a set that carries

asymptotically all mass.

Proof. For the first part, we take the codebook consisting of typical messages (B*(¢)), we already
know that this set accumulates all the mass of the messages, so P(X[" € B*(¢)) — 1, showing
P — 0. We also know that |B?(e)| < 2"H+) so it follows that the rate of this code is

1 2
R,<—(1+log|B;|+1)<H+€+—
n —_——— n

2[log|B;]




Conversely, take € >0, without loss of generality assume € <1/2. Then

1 1
Rn = _[longn” +—
n n

1 1
> —log|B,|+—
n n

!

1 1
> —log(l—e€)+(H—€)+—
n n

—
=

1
= ;10g(2(1—e))+H—e
>H—e€
Where step (!) comes from the fact that since by assumption |B,| carries all the probability, we
then know from the AEP, (Theorem that |B,| > (1—€)2"#=¢) so plugging in gives the result. |

should also mention just in case | have lost neurons when | read this in the future that the equality

after (1) comes from writing 1=1log2. Q
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2 Relative Entropy

Learning Objectives: in this section we learn about

e Relative entropy J3: its definition and interpretation as a "distance" between probability

distributions.

e Stein's Lemma J: which states that in a hypothesis test, the best asymptotic performance

a simple hypothesis test can achieve is described by relative entropy.

e Neymann-Pearson Lemma: gives the optimal decision regions for a hypothesis test for a

finite sample size.

e An information theoretic interpretation of Neymann-Pearson Lemma.

In this section we argue that relative entropy is the answer to the question: how statistically indis-
tinguishable are two probability distributions? Suppose x' € .&/" are observations generated by a
memoryless source X" and we want to decide if X"~ P" or X" ~Q". At its most fundamental level,
hypothesis test is described by a decision region B, C.</". If our observation x" € B, then we declare
the outcome of our test to be that X" ~ P". Otherwise we declare the other distribution to be the

data generating mechanism. There are two associated error probabilities

Definition 2.1 (Type | and Type Il error probabilities) We distinguish the probabilities
e/ =Py(x'€B,)=Q"(B,) " =Pp(x]'¢B,)=P"(By)

That is: the probability that we declared our data as coming from P when it came form Q, and the

probability of declaring it came from Q when it came from P.

There is of course a fundamental problem in choosing our set B,, if we try to say minimise our Type
| error, by making B, small, then we are making B¢ big, thus potentially increasing our Type Il error

probability.

Definition 2.2 (Relative Entropy) The relative entropy between two PMFs P and Q on the same

discrete alphabet .« is .
P(x
D(PIIQ)=;P(x)IOg@

The question we aim to answer now is: if we require e}’ — 0, how small can we make e”? It turns

out that the best we can do is e ~2772®IQ) Thus showing once again how the larger the relative

entropy between the two random variables, the better we will be able to tell them apart. The following

11



Theorem should be seen as a version of the AEP for relative entropies. | encourage the reader to think

deeply as to why the proof Stein's Lemma is morally the same as the proof of the AEP.

Theorem 2.3 (Stein’'s Lemma .) Let P and Q be two distributions on a finite alphabet .¢/, with
0<D(P||Q)< oco. Then
————

D

e For all €>0, there are decision regions B such that el(") < 2-1D=€) for all n, and ez(”)—>0.

e If {B,} is a family of decision regions with ez(")—>0, then for all € >0, eventually

el(n) > 2—n(D+e+%)

Main idea: We will essentially replicate the proof of the AEP. In the proof of the AEP, we talked
about a special region, which was defined as the region of probability-typical strings, because this
region was connected to entropy. This region was defined in terms of an upper and a lower bound
on the probability of a string, and this gave us the desired size and rate bounds. In this case, we will
talk about the region of log-likelihood-typical strings, because log-likelihood is connected to relative
entropy. Appropriate upper and lower bounds on the definition of this set of strings will also give us

the bounds we want.

Proof. We first form our decision region. To do this, we note that we have the following conver-

gence in probability:

1 P(XMY 1 TPX)) 1 P\ _ | PX)7_.
Elog(on(xm)_ﬁlog(n Q(Xi))‘ﬁzlog(e(xi)) br [l"gﬁ]"D Pl

i=1 i=1

Formally, for any € >0, we have that

1 Pr(XD)
P 1
P( no QXM

~log —D(PIIQ) >e)—>o

This motivates the creation of our decision region, to be the set of "log-likelihood-ratio" strings,

pn(xn
Bi(e)= {xl” c A" D€)< Lln) < 2n(D+e)}
Qn(xy")
By the above computation, (i.e: by the WLLN), we have that our Type Il error probability,
ez(n) =Pp(./"\ BX)— 0, thus we have satisfied our asymptotically negligible error probability. We

12



now show the desired bound on the decay of our Type | error probability:

e :=P,(X]'€ B(€))
=Q"(B,(¢))

= > Q"
)

x{'€Bji(e

g Z an(Dfe)Pn(xn)<27n(D76)
S 1=

x{'€B}(€)

Where the only non-trivial step, comes from the fact that by definition of B*(¢), we have that
whenever x" € B¥(e), then Q"(x*) <2"P~€)pn(x™). For the converse, we begin by assuming that

a decision region B,, has that ez(”)—>0, in other words,

P,(BS)=: P"(BS)—0

n
Since by construction of B* we also have that P"(B*“)— 0, we obtain that
P"(B,NB*)=1—P"(B UB)
(1)
>1—P"(BS)—P"(B*)—1

Where the highlighted step comes from a trivial union bound. In particular, since it converges to
1, we must have that eventually, P"(B, N B*)> %, which now allows us to compute the desired

=
bound on e™:

<P"(B,nBie)= Y. P"(x})

N | =~

=2"P*9Q"(B, N B;(€))
< 2n(D+€)Qn(Bn) — 2”(D+€) el(n)

Where step ©is motivated because we want to talk about el(") :=Q"(B,), and step (!) comes from
the construction of B*(e), which gives us the upper bound on the likelihood ratio. Rearranging

gives the desired result. v

13



As usual, here we state that we can make our error probability as good as approxi-
mately 27P and then we are showing that actually you can't do any better than that. There are

some other comments to make

e Why is D assumed to be in (0,00)? - If D =0 then they are the same distribution, so nothing
to check. If D = oo, then they have disjoint support, that is to say for example, there is
some x, € ./ with 0= P(x,) # Q(x,). Thus if we observe some x, come up, we determine

the source to be Q.

e This Lemma states that if one of the error probabilities is assumed to vanish, then the best
decay of the other error probability can vanish is exponential with rate D. Thus the larger
D, intuitively reflected by both distributions being "further away", the faster the decay and
the easier it is to tell both distributions apart.

e The decision regions B* provided in Stein’'s Lemma are asymptotically optimal, not necessarily
optimal for finite n. The exact form of those test are given by the Neymann-Pearson Lemma.

Theorem 2.5 (Neymann-Pearson Lemma ) For a hypothesis test between two distributions P

and Q, based on n data samples, then for T >0, the decision regions

> 7}

are are optimal, that is to say, if any other decision region B, has that ez(")(Bn) < ez(")(BNp(T)), then
it must be that e!(B,)> e\ (Byp(T)).

P"(x]")
Q" (xy")

BNP(T): {xln e.d":

Main idea: The proof follows immediately after considering the quantity

[1(Bnp)(x) = 1(B,)(x)][P"(x) = TQ"(x")]

Proof. For x" €./, consider the quantity

[1(Bue)(x)— 1B, )] [P"(x1)— TQ"(x)] 2 0

The key to the proof is that this quantity is greater than or equal to zero. To see this, we note
that if the right hand side were to be strictly less than zero, then x" ¢ Byp(T), and so the left
hand size is less than or equal to zero. If the right hand side is however greater than or equal

to zero, then the left hand side is also greater than or equal to zero. With this in mind, we may

14



multiply the expression out, and if we sum over all x/' €.¢/", the indicators will restrict each sum
to happen on the specified regions which means that we have

P"(Byp)—TQ"(Bxp)—P"(B,)+ TQ"(B,) =0
Rewriting this in terms of e and e\” we have that

T (e{"(B,)—e{"'(Bup))—(e;" (Bnp)— ¢;"/(B,)) > 0

And now we may carry out a similar observation as before. If the region B, has a performance at
least as good as Byp, i.€: el(")(Bn) < el(")(BNp), so that the first summand is negative, it must also
be that the second summand is negative, which means that ez(")(BNp) < ez(”)(Bn), establishing the

claim. O

As it turns out, the Neymann-Pearson Lemma also has an information theoretic interpretation. To

define it we first need to take a look at the empirical distribution function of our sample data X;,---, X,

— 1 -
Pigla)=—> 1(X,=a)
i=1

This function simply counts the proportion of our sample data that attains this value a. Of course
this is a random quantity as currently formulated, but we can also use this idea to induce a probability
distribution on ./ given some observation x" €.¢/". Simply by replacing the X; with x;. We are now

ready to state the alternative interpretation

Proposition 2.6 (Information Theoretic Neymann-Pearson Lemma ) The Neymann-Pearson

decision region Byp is equivalent to
Byp={x]'€.a":D(P,||Q)>D(P,||P)+T'}

where T’ corresponds to +logT with T as in the Neymann-Pearson Lemma

Main idea:

express log-likelihood-ratio as a difference of "distances". More precisely, the idea is to show that the

Stare at the definition of Byp, stare at this claim. We have to show that we can

log-likelihood is large if ﬁxlu is closer to P than to Q:

Pll(xl/l)

1

Qn(xy)

log =n[D(P,]|Q)—D(P,||P)]

15



P (")

{u:DlQ)=D(ullP)+T'}

Figure 2: Log-likelihood ratio admits a geometric interpretation: normalised log-likelihood ratio is how
much closer the empirical distribution is from P than from Q.

Proof. We have the following computation

Pr(x7) " P(x)

1 =1 SRS
%8 Qn(x) og] | Qx,)
X

i=1

I ica
& Q0x)

i=1

- P(a )
= 1({x;})(a)log ——
i=1 a;” Q

=n > ( Zl ({x"P(a) )logQ
)]

ac.g/n
=n[D(P,»||Q)—D(P,»||P)
Now we simply note that

P(xl”)> (:)1 P(xln)>
Qx) = n Q" n

which finishes the claim. Q

This gives a very elegant interpretation: our decision region of acceptance of P is the set of datapoints
whose empirical distribution P, is closer to P that to Q by some slack tolerance. We finish this section

by talking about some elementary bounds on the entropy.

Theorem 2.7 (Bounds on Entropy ») Let X be a random variable taking values in .¢/. Then

16



1. 0<H(X)<log(|.«/]). With equality at 0 if and only if X is constant, and equality at log(|.</|)
if and only if X is uniform on A.

2. If P and Q are two PMFs on .¢/ then

D(P[|Q)=0
with equality if and only if P and Q are the same distribution.

Main idea: It's better to prove first the second part of the claim. This follows immediately by the
log-sum inequality. To prove the first claim, use Q = Unif(A) and compute D(P||Q).

Proof. We begin by proving the second part of the claim, but by the log-sum inequality:

D(P||Q)= Z P(a) log— (Z Pla ) (Zaed—np(a))

ac.qg/n ac.q/n aeef"(Q(a))

And we have equality if and only if for each a, P(a)=Q(a).

We now prove the second part, we consider the distribution Q = Unif(A), i.e: Q(a)=1/|A| for all
a. Then

)—log|A| H(X)

DPIQ)= Y Plaog; A

ac.qg/n
Then we get that
H(X)=1log|A|—D(P||Q) <log|A|

which occurs with equality if and only if P and Q are the same distribution, i.e: P is uniform. Q

This solidifies our intuition of using entropy as a measure of how much we can compress a random
variable. Indeed, we saw that using fixed-rate codes, the best rate we could achieve in terms of bits
needed per symbol was H(X), so if X is deterministic, then there is no need to compress anything,
and if X is uniformly random, then we cannot take advantage of any structure in X to compress the
information, and we need the maximum amount of log(|.</|) bits to express our message. In terms
of the relative entropy, this result solidifies our intuition as to why it is a (pseudo) distance between
probability distributions.

17



3 Properties of Entropy and relative entropy

3.0.1 Properties of Entropy

s a

In this section we learn:
e Definition of joint and conditional entropies.

e The chain rule for joint (and conditional) entropy (example sheet).

Giving information cannot increase entropy.

Data processing inequalities, for entropy and relative entropy.

e Fano's inequality.

We have so far talked about H(X) for a single discrete random variable X, but there is nothing morally
stopping us from thinking of a random vector (X,---,X,,) of discrete random variables as a single

discrete random variables taking values in a Cartesian product of countable sets.

Definition 3.1 Let (X,Y) be a discrete random vector taking values in ./ x 9 with joint PMF
Pyy(x,y). The joint entropy of X and Y is defined as

H(X,Y)=— Z Pyy(x,y)logPxy(x,y)=Exy[—logPxy(X, Y)]
(x,y)ed xB

Above | denote by Eyx, an expectation taken with respect to the probability measure Py, of course.

Let us examine some preliminary ideas relating to joint entropies:

Proposition 3.2 (Joint entropy of independent random variables, 91) Let X, Y be as above. Then
if X and Y are independent, then

H(X,Y)=H(X)+H(Y)
Main idea: Use definition of independence.

Proof. Elementary calculation

H(X,Y)=E[-logPxy(X, Y)]=E[—-log Py(X)]+ E[—log Py(Y)]

18



If we don't have independence however, we cannot write the result above, but we can achieve something

similar.

Definition 3.3 (Conditional entropy) Let X and Y be random variables. The conditional entropy
H(Y | X) is defined as
H(Y | X)=Exy[—log Py x(Y | X)]

The conditional entropy is not an entropy as we have defined it above so far, but

can be interpreted as an average of entropies. Indeed:

H(X|Y)=— > Pey(x,y)logPqy(x]y)

(x,y)e.d/ x B

=— D Puy(x|y)Py(y)logPyy(x | y)
(x,y)ed/ x B

= Z Py(y)Ex|Y:y[_logPX|Y:y]

YERB

H(X|Y=y)

And H(Y | X = x) does make sense as an entropy! Because Py x_, is a probability measure on 2.

The point is that this definition leads to a nice interpretation

Theorem 3.5 (Chain rule for entropy, 41) Let X and Y be two random variables. Then

H(X,Y)=H(X)+H(Y | X)

Main idea: Use definition of conditional probability.

Proof.

H(X,Y)= E[—logPXY(X, Y)]
— E[—log Py(X)] + El—log Py x(Y | X)]

H(Y|X)
and now noting that all these expectations are with respect to Pyxy, we simply observe that

—E[log Py(X)]= > log Px(x) > Pyy(x,y)=H(X)
x y

—_——
Px(x)

19



The chain rule for entropy may be generalised as follows

Theorem 3.6 (Chain rule for entropy Il, 1) Let X" be a finite collection of discrete random

variables. Then .

HXN=>» HX X[
i=1

Main idea: Induct the elementary version.

Proof. We prove by induction on n. The first non-trivial case was proven in Theorem Chain rule
for entropy, now assume the claim holds for a message of length n—1. Then we have that

H(X")=E[~log Py~ (X;")] + E[—log Py, ;-1 (X, | X" )]
=H(X] Y+H(X, | X"

n—1 n
] i _ i
=D HXGI X+ HX, | X[ =D HX; | X[
i=1

i

Il
—

Where in step (!) we used the inductive hypothesis. @

We saw that strictly speaking H(X | Y) is not an entropy per se, but it has natural links with the
entropy we have seen so far. Indeed: conditioning on some random variable can be interpreted as
observing information. Intuitively, if we add more information to what we already know, we could not
become less certain. This is formalised by the following result:

Theorem 3.7 (Giving information never increases entropy, /) Let X and Y be two random vari-
ables. Then
H(Y | X)< H(Y)

with equality if and only if X and Y are independent.

Main idea: H(Y)—H(Y | X) can be shown to be a D(Pyy||PyPy).

Proof.

Py x(Y | X)
Py (Y)

Py x Px(X)

Py (Y)Px(X)

H(Y)—H(Y | X)=Elog

=Elog = D(Pyx||PxPy)=0.
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With equality if and only if the relative entropy is zero which we know is equivalent to saying that
Py x and Py Py are the same distribution, i.e: the random variables are independent. Q

Corollary 3.8 (Subadditivity of entropy) For any finite collection X of discrete random variables,

we have that H(X") <" H(X;)

Proof. Immediate from the (generalised) chain rule as well as conditioning doesn't increase entropy.

@

Theorem 3.9 (Bounds on conditional entropy) For X and Y random variables, we have that
0<H(Y|X)<log|A|

Where 2 is the alphabet in which Y takes values.

Main idea: Write H(Y | X) as an expectation of an entropy.

Proof. This follows easily from the observation that
H(Y | X)=Ex[H(Y | X = x)]

and H(Y | X = x) <log| 4| as we know, and is non-negative. Monotonicity of expectation finishes

the claim. Q

We now present two important results regarding conditional entropies: the data processing inequality

and Fano's inequality.

Theorem 3.10 (Data processing inequality for entropy, J) Let X be a discrete random variable
on the alphabet .¢/, and f:.e/ — R be a function. Then

e H(f(X))< H(X), with equality if and only if f is injective.

e H(f(X)|X)=0

Main idea: Entropy is preserved under injective maps, noting that X — (X, f(X)) is injective allows

us to apply the chain rule in two different ways.
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Proof. For the first part, we note that the map ®(X) = (X, f(X)) is trivially injective, and we
know that for an injective map ®, H(®(X))= H(X), this is because entropy depends solely on the
probabilities assigned to values and not the values that the random variable takes per se. Therefore

we conclude by the chain rule that
HX)=H(X, f(X))=HX)+H(f(X

This can only be possible if H(f(X)|X)=0

For the second part, we note that we could have also concluded, by the symmetric application of
the chain rule, that
H(X)=H(f(X))+H(X | f(X))

since entropy non-negative so automatically we get that
H(f(X))< H(X)

and we know that equality holds if and only if H(X | f(X))=0, that is to say, X is a deterministic

function of f(X), i.e: f is in particular invertible. @

Theorem 3.11 (Fano's Inequality, ) Let (X, Y) be an arbitrary pair of discrete RVs taking values
in finite alphabets . and 8. Let X = f(Y) for some function f : .o/ — %, and write the
probability of error P, =P(X # X). Then

H(X|Y)< h(P,)+P,log(l.</| 1)

Where h(p) denotes the binary entropy.

The interpretation of this is as follows. Suppose we are trying to estimate a random variable X, but
we are only allowed to observe a possibly correlated random variable Y. Fano's inequality says that
if the probability of error is small, i.e: we can do a good job at estimating X from Y, then once we
condition on Y, there is little information left on X, that is to say H(X | Y) is small.
Main idea: Consider E ~ Ber(P,). We want to study the quantity H(X | Y) so apply chain rule in
both directions to H(X,E | Y), as well as data processing.

Proof. Let E ~ Ber(P,). Clearly H(E)= h(P,). From the chain rule for conditional entropy we
have that
HX,E|Y)=H(X|Y)+H(E|X,Y)
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Since E is a function of X and Y, by the Data processing inequality for entropy, we have that
H(E|X,Y)=0, so we deduce on the one hand that H(X,E|Y)=H(X|Y). On the other hand,

we can use the chain rule in reverse:
HX,E|Y)=H(E|Y)+HX|E,Y)<H(E)+H(X|E,Y)=h(P,)+H(X |E,Y)

where in this calculation we have used the fact that conditioning does not increase entropy. All in
all we have that
H(X|Y)<h(P,)+H(X|E,Y)

But E being bernoulli means it is very easy to compute H(X | E,Y). Indeed:
H(X|E,Y)=P,H(X|E=1,Y)+(1—P,)H(X | E=0,Y)

If E =0, then it means that X = f(Y) and as such H(X | E=0,Y)=0, and if E =1, then it
means that given Y, we can discard one of the values that X could take, so X can take |.&/|—1
values, and since entropy is upper bounded by the logarithm of the alphabet size, we have that
H(X|E=1,Y)<log(.</|—1). This finishes the claim. Q

3.1 Examples

Let us see a few questions with interesting techniques:

Let ./ be a finite alphabet and let B C./" be a collection of strings of length n.
In this question we will find an interesting bound for |B|. As we will see later on these notes, for
a string x' €.¢/", we define its type ﬁxl’l to the empirical distribution on .« induced by the string,

meaning:

- 1<
len(a):; E 1{x;,=a}.
i=1

Let us now define the following probability measure on B:

|B| x['€B
Show that
|B| < onH(Pg)
Proof. The hint is to consider random variables X" and J that are uniform on B and {1,---,n}
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respectively. We see that Pg(a)=P(X; =a). Therefore,

—H(Ps)= > P(X, =a)log(P|X; = a])
ac.qd

-y (Z %p[x,. _ a])log (Z %P[xi = a])

ac.d \ i=1 i=1

<33 - pix, = allogPlX, = al)

ac.d i=1
1 n
=—> ~H(X)
i=1

and so nH(P3)> " H(X;)> H(X) by subadditivity of entropy. But since X is uniform on B, we
have that H(X)=1log|B| and so we get the claim. Q
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3.2 Properties of relative entropy

Returning to the question of hypothesis testing, we saw that if we wish to perform a hypothesis test
between two distributions P and Q, and we impose the probability of a Type Il error approaching zero
asymptotically, then the best decay exponent of the Type | error probability we could have was D(P||Q).
A natural question would be, if we process our observations x, say by applying some function f(x/"),
can we make our distributions more statistically distinguishable? The answer to this is no, and its

given by the data processing inequality for relative entropy.

Theorem 3.13 (Data processing inequality for relative entropy) Let X and Y be two random
variables with distributions Py and Qy taking values in the same alphabet .«/. Let f:.o/ — 2B be
a function to some other alphabet 2. Then, writing Pyx, and Qy(y, for the distributions of f(X)
and f(Y) gives that

D(Prx)l|Qf(v)) < D(Px||Qy)

Main idea: Use the fact that for a general function f:.o/ — 9B, we can write

o= rMov=U U @

yef(d) yef()xef~1({y}

Proof.

PX(x)logM

J’Efz(d)xejzl({y}) Qx(x)
>

(erf,l({y}) Px(x ))
Px(x) |log
Z ) (erf,l({y}) Qx(x ))

D(Px||Qx)=

Where we have used log-sum. Now we note that

> Pe(x)=Prx(y)

xef~({y})

Indeed: the probability that f(X) takes the value y is precisely the probability that X takes some
value x that gets mapped to y under f. Since the singletons {x} are disjoint, we turn the
probability of the union into the sum of the probabilities. This finishes the proof. Q

We have spoken of D(P||Q) so far as an informal distance between probability measures. Indeed:
we have seen that P = Q if and only if D(P||Q) =0, but we are going to see how we can also get
quantitative bounds on the actual difference of the probabilities. First we need to introduce a genuine

distance between probability measures:
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Definition 3.14 (Total Variation) Let P and Q be two probability measures on .«/. The Total
Variation distance is defined by

IP=Qllry = > IP(x)—Q(x)|

XE.of

Note that sometimes the convention is to write a 1/2 in front. If you have suffered through mixing
times of Markov chains you will know. Recall also that TV distance has a convenient alternative

characterisation: letting B={x: P(x)> Q(x)} gives

IP=Qllry =D _P(x)—Q(x)+ D Q(x)—P(x)

X€B X€B¢

= P(B)—Q(B)+Q(B°)—P(B°)
=2(P(B)—Q(B))

We now have the result that quantifies the relation between relative entropy and an actual distance

between probability measures:

Theorem 3.15 (Pinsker's inequality)
IP—QIl7y < (2log, 2)D(P||Q)=2D,(P|IQ)

Main idea: There are two steps:

1. Show the inequality for the binary case P ~Ber(p) and Q ~ Ber(g). We may assume WLOG that
g < p to do this compute everything explicitly, and letting A(p,q)=2D,(P||Q)—I|IP —Q|[>, and
noting that A(p,p)=0 and J,A(p,q) <0 we get that A(p,q)>0.

2. To reduce the general case to the binary case we consider functions of P and Q where P’ =
2(1(X € B)) where X ~ P and similarly for Q’, where B is the "special TV set". Then by

employing the binary case and some explicit TV computations the claim follows.

Proof. To show the binary case first: let P and Q be the distributions of a Ber(p) and a Ber(q)
random variable respectively. To compute D(P||Q), we assume that p > ¢g. This assumption is

justified because even though D(P||Q) is not symmetric, noting that for the binary case

1—

=

= D(Ber(1—p)||Ber(1—q))

D(Ber(p)|Ber(q)) = plogg +(1—p)log

—
{

So if p were not greater than or equal to g, we could just swap p«—1—p and g — 1—¢q and
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preserve D(P||Q). Now the goal is to show that the quantity

A(p,q)=2D,(PQ)—IP— Q% 20

We think of p as being fixed, and since A(p, p) is clearly zero, and we have assumed g < p, it

is sufficient for us to show that %’;"” <0 (see the graph to convince yourself). Since the binary

case is easy, we can explicitly compute A(p, g) and get
1—
Alp,g)=2pIn_+20=p)iny—_ ~(2(p=4))

The derivative gives
oA(p,q)

oq c/(l—q))zo

Where this last inequality (and hence the desired result) follows because f(x)= x(1—x) is a

~(p—a)( -

downward parabola with height at most 1/4, so the difference 4—@ >0.

Now that we have established the validity of Pinsker's inequality for the binary case, we can
reduce the general case to this one by the data processing inequality. Indeed: let P and Q now
take values in a general alphabet .7, and let B={x: P(x)> Q(x)}. Then define P’ and Q’ be
the mass functions of Bernoulli's P(B) and Q(B) respectively. P’ and Q’ can be thought of as the
mass functions of 1(X € B) and 1(Y € B) respectively for X ~P and Y ~Q. So

2D,(P||Q)>2D,(P’||Q") (Data processing)
> ||P’—Q'H2TV (Binary case)
=(2(P(B)—Q(B)))* (Explicit computation of TV for binary RVs)
=|IP—Qlfy, (Alternative expression for TV)
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A(p,q)

/X/ 2,A(p,q)<0

1 q
p

Figure 3: Idea for the proof of the binary case of Pinsker's inequality

4 Poisson approximation

It is a fact in elementary probability that if (X;:1<i<n)is a collection of iid Bernoulli A/n, and we
let
n
Sn - Xi

i=1

l.e: S, ~Bin(n,A/n), then we have that
s, —L Poi(A)

It turns out that statements that are both stronger and more general are possible.

Theorem 4.1 (Entropic Poisson approximation) Let X;,---, X, be not necessarily independent
Bernoulli random variables with X; ~ Ber(p;). Let A=>"" p; and S, =>" X;. Then we have
that

D, (P IPoi(2)) < > p?+ (Z H(X;)— H(Xl"))
i=1 i=1

Before we prove the Theorem we disect the conclusion: if we want convergence (for example in TV),
we want to make the right hand side small. The first sum can be killed by having the (p;)s close to
being all the same, i.e: not having a single p; dominating the others. In fact, if we use all p;=A/n,
then 3" p?— 0, and if we moreover assume independence, then the second sum disappears and
we recover the usual Poisson convergence result. This Theorem is very nice because it very clearly
quantifies the distance in terms of "how identically distributed the X;s are", and "how independent"

they are.
Main idea: Express T, ~ Poi(A) as a function of Z" where Z; ~ Poi(p;) and then apply data processing.
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Proof. We use the fact that if A~ Poi(a) and B ~ Poi() are independent, then A+ B ~ Poi(a+f3).
Then if we let T, ~Poi(A), we can write

Where each Z; ~ Poi(p;) is independent. Similarly we have that S, =" | X;, so we have expressed
S,=f(X]") and T,,= f(Z]"). By data processing:

D(Py, IPoi(2)) < D(Pyy | Py

Pyn(x)
= P, n 10
- 2 Pallee, T
Pyn( TP (
= Z PX{t(X)IO ( i 1_[ X )
xe.g/n PZ” 1_[, 1PX

Py Py (x;
= Z PXln(x)log( nXI (x) .Hfl (X )) (Each Z; is independent)
XE./n Hi=1 PZ,-(xi) Hizl PX j

= > Pyl(x)logPy(x)+ > PXln(x)logl_L 1P o7 > Pylx log(l_[ ( ))

XE/n XEg/n XE.Gn
n n
(X{)+ D H(X)+ Y D(Px|IPy)
i=1 i=1

In this last computation we have used the Marginal trick ((A.3). Now we only need to use the

Lemma we will prove later, that says that D(Ber(p)||Poi(p)) < p?, and since Z; ~ Poi(p;) and
X; ~ Ber(p;) we apply this and we are done. @

Lemma 4.2
D(Ber(p)l|Poi(p)) < p*

Proof. If we compute the quantity explicitly, we see that

D(Ber(p)lIPoi(p)) = plog(e”) +(1—p)log((1—p)e”)

and we now claim that (1—p)e? €[0,1] whenever p €[0,1], which means that the log will be
negative and as such the claim will follow. To prove this last step, we simply note that when

p=0, (1—p)e? =1, when p=1, (1—p)e” =0 and the derivative

d
%(l—p)e’” =—pe’ <0
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We have now some immediate corollaries to the Entropic Poisson Approximation Theorem

Corollary 4.3 If X;,---,X,, are independent Bernoulli's p;, then

D, (s, IPoi(A) < D p?
i=1

And moreover, this results strengthen the elementary result we talked about at the start of this section,
because if in addition to independence, we assume that p; = A/n, then we have that

)LZ
D, (Ps, [IPoi(2)) < Py

Which even more amazingly gives you explicit bounds on the distance between P (x) and the respective
probability of x under Poisson for a given n. Indeed, if P, denotes the probability measure of the Poisson

with parameter A. Then
V22

[P, ()= By (x)| < |Bs, = o[y < —=

4.1 Poisson distribution as a maximal entropy result

Here is a motivating question: suppose that we are trying to count the number of events that occur
during a given time interval, say [0, 1], with the only information known to us its the mean number
of events, A. A natural construction is to partition the interval [0,1] into n bins, say I, = [%,%) for
1<i<n. And we let X; be a random variable that denotes if an event has occurred on the interval I;.
If we assume that the events occur maximally at random throughout [0,1], then X; ~ Ber(A/n), and

so the number of occurrences is given by

n
S =Y X, ~Bin(n,A/n)— Poi(2)
i=1
We will now show a result that gives an information theoretic interpretation for the Poisson distribution
as a "maximally random" distribution. Suppose we are once again interested in counting the number
of occurrences of some discrete events that happen independently of each other. If each event, of
say n total events occurs with probability p;, we can simply model whether the event has occurred by
X; ~ Ber(p;), and the total count of events is given by S, =>"" X;, subject to the assumption that
we know the average number of events, E[S,]=: A, the following Theorem tells us that the maximally

random distribution that can be achieved by any such S, is that of a Poisson random variable.
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Theorem 4.4 (Poisson maximum entropy)

sup {He(Sn) :S, :ZXi for independent X; ~ Ber(p;), with Zpi =An=> 1} = H,(Poi(1))

i=1 i=1
We require the following Lemma:

Lemma 4.5 (Binomial as maximum entropy) Let

Bn(A) = {g(sn) : Sn :ZXir {Xi}i = Ber(pi)?A :Zpi}

Be the set of distributions that arise as sums of independent Bernoulli p;'s where the p;'s sum to

A. Then
sup{H(P): P € B,(A)} = H(Bin(n,A/n))

That is to say, if you have n events, and each occur with a probability p;, with A => p; the most
random way in which they can occur is described by a Binomial Bin(n,A/n). With this Lemma we

may approach the Poisson maximum entropy Theorem.

Proof. We start by noting that of course, the supremum in the Theorem is just H* = sup,, sup{H(P):
P € B,(A)}, and since B,(A) C B,,,(A), indeed, if £(S,)e€ B,(A), then £(S,)=<(S, + X,,.,) where
X, ~Ber(0). So by this monotonicity, we have that

supsup{H(P): P B,(A)} = 1imoo sup{H(P): P € B,(A)} g limoo H(P,)
Where P, =¥ (Bin(n,A/n)), and step (!) is due to the Binomial as maximum entropy Lemma. We

therefore just need to show that we can in some sense pass the limit inside the entropy symbol.

The way we go about this is as follows:

H(P,) == _P,(x)log(P,(x))

xeN

=—§Pn(x)log(%((f;o(x))

== P,(x)10g(Q(x))~ D(P,[1Q)

XeN

From the entropy convergence of P, to Q (Theorem we already know that lim,_,., D(P,||Q) =
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0, so all that's left for us to determine is whether

— lim > P,(x)log(Q(x))=H(Q)
xeN

The way we go about this is by treating this sum as an expectation with respect to the discrete
counting measure, and then we will show two things: that H(Q) is finite, and that P,(x) < Q(x),
then it will follow that P,(x)logQ(x) is bounded above (up to constant) by Q(x)logQ(x) which
is integrable (with respect to the counting measure, indeed, it will be equal to the entropy which
we will have shown to be finite).

e H(Q)< o0:

x!

H(Q): ZQ x)log ——

:ZQ(x)A—logAZ xQ(x)+ > _Q(x)log(x!)

There's no doubt that the first two sums are finite, indeed the first one is finite by nor-

malisation of Q and the second one is finite because it equals the expectation of a Poisson
random variable which is just A. So all we need to show is that the last sum is also finite.
To do so we will employ the following bound:

ZQ(x log(x) <ZQ(x)log(eXP ZQ x)x°

which is finite because the Poisson distribution has finite variance.

e P,(x)3SQ(x):

nao=(2)2 2]
o)

~ x!(n—x)nx

—
INZ
=

Ax
<2 <exp(1)()

Where step (1) comes from the fact that the thing that disappeared is at most one, and step
(2) comes from the fact that n!<nxnx---x nx(n—x).
|

x times

This finishes the proof. Q
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5 Mutual Information

Suppose X and Y are two random variables, we would like to now study how much information the
two random variables share, i.e: how much does knowing about one random variable tell you about

the other.

Definition 5.1 (Mutual information) Let X and Y be two random variables. Their mutual infor-

mation I(X;Y) is given by any of the following equivalent characterisations

I(X;Y)=H(X)-H(X|Y)=H(Y)-H(Y | X)
=HX)+H(Y)-H(X,Y)
= D(PXY”PXPY)

It is a straightforward application of the chain rule to verify that these are indeed equivalent definitions,
and each tells us slightly different implications to the nature of mutual information. The first one tells
us that I(X;Y) is the uncertainty in X minus the uncertainty left in X after observing Y, i.e: precisely
how much information Y told you about X. The second characterisation tells you that I(X;Y) is the
difference between the sum of the individual uncertainties of X and Y and the uncertainty that they
contain as a joint random variable, this definition is perhaps not very enlightening but it tells you that
I(X;Y)=1I(Y;X). Perhaps more illustrative is definition three, that tells you that I(X;Y) is quantified
by "how far away" in the sense of relative entropy, X and Y are from being independent. In light of
Stein's Lemma, if we wanted to carry out a test to detect whether X and Y are independent, the best

decay of error probability we can hope for is I(X;Y).

Definition 5.2 (Conditional mutual information) Let X, Y,Z be random variables, their conditional

mutual information I(X;Y | Z) is given by

I(X;Y|Z)=H(X|Z)—H(X|Y,Z)
=H(Y|Z)-H(Y|X,Z2)
=H(X|2)+H(Y|Z)—H(X,Y |Z)

We now present some basic properties of mutual information.

Proposition 5.3 (Basic properties of mutual information) Let X, Y,Z be random variables. Then
e I(X;Y)>0 with equality if and only if X and Y are independent.

e I(X;Y|Z)=0 with equality if and only if X—Z —Y forms a Markov chain.
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Main idea: The first bulletpoint is obvious when looking at (an equivalent) definition I(X;Y) =
D(Pyy||PxPy). The second bulletpoint comes from the fact that we can express

I(X;Y | Z)= Z p(z)D (PXYHZ:Z}||PX\{Z:Z}PY|{Z:Z})

Proof. The first part is clear from the fact that I(X; Y)= D(Pyxy||Px Py) and this quantity obviosuly
satisfies the desirede property. To show the second part, we simply note that

I(X;Y|Z2)=H(X|Z)+H(Y |Z)—H(X,Y | Z)
= EZ[E[_logPXIZ(X | z)—log Py (Y | z) +10g Pxy (X, Y | Z)]]
=Ez[D(Pxyiz(X, Y | 2)l|Pyiz(X | 2)Pyi2(Y | 2))]

Since relative entropy is non-negative, non-negativity follows. For the equality claim it is easy to
see that we must have that for each z, D(Pyy,(X,Y | 2)||Pxz(X | 2)Py,(Y | 2))=0, which means
that X and Y are conditionally independent given Z. @

Proposition 5.4 (Chain rule for mutual information) For a sequence X" of random variables and

another random variable Y, we have that

N

I(X5Y)=) I(X;Y | X[

Main idea: Definition of mutual information and use the chain rules for entropy and conditional

entropy.

Proof.
I(X;Y)=H(X")—H(X!|Y)

n
= HX; | X[ —H(X; | X[, Y)
i=1

n
:ZI(Xl-; Y | X,
i=1
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Recall that whenever we talk about random variables being conditionally independent, or we say about

X —Y —Z forming a Markov chain, what we mean is that

Pyyy(x,2]y)=PX=x,Z=z|Y=y)
SPX=x|Y=y)P(Z=2z|Y=y)
=:Pxyy(x | y)Pyy(z|y)

An important class of said Markov chains is when we have X —Y — F(Y). Clearly, given the value of
Y, X and F(Y) are independent, and this can be interpreted as having two random variables X,Y
(possibly correlated), and then receiving a noisy observation of Y. It is unsurprising then that we have

the following result

Theorem 5.5 (Data processing for mutual information) Let X—Y —Z form a Markov chain, then:
o [(X;Z2)LI(X;Y)

o I(X;Y|Z2)<I(X;Y)

The first statement should be immediately intuitive, specially when we think of the chain X—Y —F(Y)
observing a noisy version of Y will give no more information of X than observing Y directly. The
second statement tells us that by observing the value of a random variable Z that is "downstream",
one cannot all of a sudden increase the amount of information that observing Y tells us about X, i.e:
observing a Z cannot add more dependencies, it can only remove already existing dependencies, hence
reducing the information.

Main idea: Use the chain rule to expand I(X;Y,Z) in two different ways.

Proof. By the chain rule, we have that
1Y,Z;X)=1(Y;X)+I(Z; X | Y)
But also
1(Y,2;X)=1(Z; X)+ [(Y; X | Z)

However, I(Z; X | Y)=0 because of the assumption that conditional on Y, Z and X are indepen-
dent, so we have that
I(X;Y)=1(X;2)+I(X;Y | Z)

and since mutual information is non-negative, from here both inequalities follow. In fact, we get

conditions for the equalities:

e I(X;Y)=I(X;Z)if and only if X and Y are conditionally independent given Z.
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o I(X;Y)=I(X;Y|Z)if X and Z are independent.

5.1 Synergy

Note that I(X;Y;, ¥,) can be greater than/equal/less than I(X; Y;)+1(X; Y,). As a toy example, suppose
that X represents some "health condition" which can be "at risk" or "not at risk", and Y; represents
whether a person exercises regularly, and Y, represents whether the person has a balanced diet. Clearly
knowing Y; will give some information about X, and Y, will also give some information about X, but
the information that you gain from knowing both at once is intuitively larger than the sum of the
informations you gain from knowing each independently, this is because knowing only Y; or Y, actually
doesn't tell you that much about the health of the patient: it could be the case that the patient
exercises 3 times a week but also drank 40 liters of vodka last year E| or it could be that the patient
eats a healthy diet, but hasn't exercised since middle school. In this case, (V;, ;) provide synergystic
information about X.

Definition 5.6 (Synergy) We define the synergy of (v}, ¥;) about X as:

S(X; Y, %)=1(X; Y, ,)—[I(X; Y1)+ I(X; Y,)]

Remark 5.7 We can use the chain rule to re-express synergy as
SX5 1, B)=1(X; %, | )—-I1(X; Y,)

And asking whether the right hand side is positive or negative admits the following interpretation:
Does knowing Y; make Y, more or less useful in determining X.

Definition 5.8 If S(X; Y, Y;) is:

e Positive: we say (Y, Y,) are synergystic. (They say different things about X and the pieces of

information complement each other. They are independent and build on each other)

e Zero: we say (Y}, Y,) are orthogonal. (They say different things about X but the two pieces of
information they give don't complement each other. They are just independent)

e Negative: we say (Y, ¥,) are redundant. (They say roughly the same things about X)

1If you think this is too specific for me to have made it up, you are right
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Example 5.9 (Are independent samples better?) Suppose we are allowed to observe two equally
noisy versions of some signal X, where the level of noise if fixed, i.e: this corresponds to observing
some Y = f(X). What is better: to observe two independent noisy versions of X, say ¥; and Y,

or two correlated ones?

Z 2> W W,

For X being our variable of interest, let Py|y and Q,y be the collections of conditional PMFs. In
the first scenario of independent observations, we have that ¥; and Y, are conditionally indepen-
dent given X, i.e: Py yx = Py xPyx. And both distributed according to Pyx(- | X) And let Z;
and Z, be distributed according to Qy(-| ¥;) and Qg y(- | ¥,) respectively. In the second scenario
of correlated observations, we have that Y ~ Pyx(- | X), and then W; and W, are conditionally

independent given Y and are distributed according to Qy(-|Y).

It is easy to check that the joint distributions of (X, Z;) and (X, W;) are the same, indeed:

PX=x,Z,=2)=P(Z1=z|Y=y)P(Y=y | X=x)P(X =x)

=Qzv(2, ¥)Pyix(x, y)Px(x)
=P(W=z|Y=y)P(Y =y |X=x)P(X=x)
=PX=x,W=2)

However, the joint distributions (X, Z;,Z,) and (X, W;, W;) are different. To answer the question

as to which observation we should pick, we have the following result.

Proposition 5.10 In the same setting as the above example, if the synergy S(X; W;, W;) is positive,

then correlated observations are better, in the sense that
I(X)VVI) VV2)> I(XvZI)ZZ)

Main idea: Start by noting that S(X; W, W;)> 0 if and only if I(X;W, | W) > I(X;W,) and due to
the setup, since (X,WZ)@ (X,Z,) that is equal to I(X;Z,), then use data processing and Z,— X —Z,
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form a Markov chain.

Proof. Recall that since S(X; Y, Y,):=I1(X; Y, Y,)—I(X; Y;)—I(X;Y,), we can use the chain rule
and express this simply as
S(X;1, B)=I(X Y| )-I1(X;Y,)

So if S(X;W;,W,) > 0, then we have that I(X;W, | W}) > I(X;W,) = I(X;Z,). But due to the
assumption of Z; and Z, being conditionally independent given X, the data processing property
implies that I(X;Z,)> I(X; Z,| Z,), so putting it all together:

I(X; W, | W) > I(X; 2, | Zy)
Now we can add I(X;Z;)=1(X; W,) to both sides of the equation and deduce that
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6 Entropy and additive combinatorics

In this section we will show some entropy bounds that are inspired from ideas in additive combinatorics.
First we note that if A and B are subsets of the integers, then it is obvious that

max{|Al,|B[} <|A+ B| <|Al|B|

Proposition 6.1 (Simple sumset entropy bounds) If X and Y are independent integer-valued
RVs, then

max{H(X), H(Y)} < H(X + Y)< H(X)+ H(Y)
Proof. It's a rather simple calculation

HX)+H(Y)2H(X,Y)
YHX,X+Y)
YH(X+YV)+HX|X+Y)

é)H(X+ Y)+ H(X)

And so H(Y)< H(X+Y). By symmetry the lower bound follows. What happened here was, in step
(1) we used independence of X and Y, in step (2) we used the fact that the map (x,y)— (x,x+y)
is 1—1. Step (3) follows from the chain rule, and step (4) comes from Conditioning Reduces
Entropy. Incidentally this also shows the upper bound, indeed, looking at equation (3) and using
the fact that H(X | X + Y)> 0 also shows the upper bound. Vi

Another inequality from additive combinatorics is Rusza's triangle inequality, that says

|A—B||B—C|

|A-C| <
Bl

This also admits an entropic version:

Theorem 6.2 (Rusza triangle ienquality for entropy) If X,Y,Z are independent integer-valued
Random Variables, we have that

HX—-Z)<H(X-Y)+H(Y—2Z)—H(Y)

Main idea: First show that I(X;(X—Y,Y —Z)) > I(X;X —Z). Showing inequalities for mutual
information is best done with the data processing property. Then re-express each side of the inequality

in terms of entropies.
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Proof. Note that since X—Z =(X—Y)+(Y—Z), given (X—Y,Y—Z), X—Z is a constant and so
X and X—Z are conditionally independent given (X—Y,Y —Z). Therefore by the data processing

inequality for mutual information, we have that
I(X;X—2)<I(X;(X—Y,Y —2))
However, note that

I(X;X—2Z)=H(X—Z)—H(X—Z | X)
YH(X-2)—H(Z| X)
Y H(X-2)—H(Z)

Where (1) comes from the fact that given X = x, the map x —z — z is injective. Step (2) comes

from the independence of X and Z. We can now also inspect

I(X;(X—Y,Y=2):=HX)+HXX—-Y,Y—Z)—H(X,X—Y,Y —Z)
YH(X)+H(X—Y,Y—Z)—H(X,Y,,Z)

2 ~H(Z)

—
—

Where step (1) comes from the fact that the map (x,x—y,y—z)—(x, y,z) is injective, and step
(2) comes from the fact that X, Y,Z are independent. Combining everything we have that

H(X-2)<
<HX-Y)+H(Y—-Z)—H(Y)

Where in the last step we have used the subadditivity of entropy proven in the Theorem "Simple

Sumset Entropy Bounds". @

The next and final inequality of this chapter is based on the following observation. If X;,X, are [ID
RV.s, then we know from Simple Sumset Bounds, that H(X;) < H(X, + X,) and similarly, by swapping
X, ——X,, we also have that H(X;) < H(X;—X,). The question we ask now is, which - the sum or the
difference of two IID RVs - increases the entropy more? The next Theorem asserts that the ratio of

the differences lies between 1/2 and 2.
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Theorem 6.3 (Doubling-difference inequality) If X, and X, are |ID integer-valued RVs, then

H(X,+X,)—H(X;) <
H(X,—X,)—H(X;) ™~

1
- <
2

We need the following lemma

Lemma 6.4 Let X,Y,Z be independent, integer valued, then
IX+Y+Z;X)<I(X+Y;X).

(This intuitively makes sense, because since Z is independent of everything else, the information
X says about X + Y is going to be greater than or equal than than the information that X tells
you about X+ Y +Z, since adding Z adds more randomness to the sum, and X can't tell anything

about that randomness) As an immediate corollary:

HX+Y+Z)<HX+Y)+H(Y +2Z)—H(Y)

Main idea: To show the first inequality, use data processing on a smartly selected Markov Chain and
then use the chain rule as well as independence. To show the second result express both sides of the

mutual information inequality in terms of entropies.

Proof. Since X+ Y +Z =(X+Y)+Z, if we are given the value of the vector (X +Y,Z), then
X+Y+Z is constant and so X —(X+Y,Z)—(X + Y +Z) forms a Markov chain, so we have the

following:

—

1)

I(X+Y,Z;X)
X+Y;X)+I1(Z;X|X+Y)

I(X+Y+Z;X)

= IA

@)

I
Yrx+v;x)

Where step (1) comes from the data processing inequality and the observation that X—(X+Y,Z)—
(X+Y +Z) forms a Markov chain. Step (2) comes from the chain rule, and step (3) comes from
the fact that Z and X are independent, so no information about Z is gained upon observing X,
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given the value of X+ Y. To show the second claim, we simply note that

I(X+Y+Z;X):=HX+Y+Z)—HX+Y+Z|X)
YHX+Y+2)—H(Y +Z|X)

OHX+Y+2Z)—H(Y +2)

Where step (1) comes from the fact that given that X = x, the map X+ Y +Z — Y +Z is injective,
and step (2) comes from the fact that X is independent to Y +Z. Now finally we take a look at
the other side of the main inequality:

I(X+Y;X):=H(X+Y)—HX+Y|X)
YH(X+Y)—H(Y|X)

Y H(X+Y)=H(Y)

Where step (1) comes as always, because given X = x, the map X+Y — Y is injective, and step (2)
comes from the fact that X and Y are independent. Now combining everything gives the second
inequality. @
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7 Entropy rates of a stochastic process

If we have a sequence of n random variables, a natural question is to ask how does the entropy of the

sequence grow with n? This growth rate is what we call the entropy rate:

Definition 7.1 (Entropy rate) The entropy rate of a stochastic process X=(X,, : n>0) is given by

1
HX)= lim ~H(X,,--,X,)

n—oo n

Let X= (X, : n>0) be a memoryless source. Then we have
that H(X,,---,X,) = >, H(X;) by independence, but each of these summands is the same, say
H(X) because of identical distributions. Therefore H(X)= H(X)

Recall that a Markov chain X=(X,,) is ergodic if its irre-
ducible and aperiodic. Let P be the transition matrix of the chain: P(x,y)=P(X,,, =y | X,, = x).
Suppose X, ~ Py, is the initial distribution of the chain, and let 7 be the unique stationary distri-
bution. Then we can compute

H(X!=H(X)+ > H(X;|X[™)  (Chain rule)

1
i=2

=H(X1)+ZH(X,~ | X;1) (Markov property)
i=2

= H(X,)— H(X,s1 | X,)+ > _H(X;11X;)  (Relabelling indices)
i=1
Now note that since H(X | Y) is a continuous function of the PMFs of X and Y, we have that
H(X, | X,,)— H(X, | X,) where X, ~ 7 and X; has the conditional distribution P(X, =y | X, =
x)=P(x,y). Therefore we have that

H(X)~H X | X,) | 1
n n

D H(Xip | X)) — H(X, | X)

i=1

Due to the fact that the first term clearly goes to zero, and the second term converges by the
Cesaro Lemma.

A general class of sources for which we can tell the entropy rate is that of Stationary Processes.
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Definition 7.4 (Stationary process) A stochastic process is said to be stationary if the joint distri-
bution of any subset of the sequence of random variables is invariant with respect to shifts in the

time index, i.e:

P(Xl :xl’X2:x2)"' )Xn :xn)

= P()(1+l = xl’X2+l = X, ’Xn+l = xn)

For every n and every shift index [ > 0.

Theorem 7.5 (Stationary sources have entropy rate) Let X be a stationary source on .. Then

the entropy rate exists and is equal to

H(X)= lim H(X,|X"")

n—oQo

Main idea: Use Cesaro Lemma to show that the entropy rate converges if and only if a, = H(X,, | X]*™")

converges, and then show this is a non-increasing sequence bounded below to show it converges.

Proof. We first note that by the chain rule:

1 n 1 - i—1
—H(X] )—;;H(Xilxl )

So in light of the Cesaro Lemma, if we understand the convergence of a, = H(X,, | X]*™!), then we
will be done. First note obviously a, is bounded below by zero, and intuitively, for progressively
larger n, we are conditioning on more and more random variables, so somehow it makes sense

that a, would decrease. This is indeed what happens:

Ap =H (X, | X")SH(X,1, 1 X,)") (Conditioning decreases H)

H
H(X,|X]™") (Stationarity)

:an

Thus (a,) is non-increasing and bounded below, so it converges. @

We have shown that for a stationary source X, its entropy rate is

H(X)= lim H(X,|X"")

n—oo

There turns out to be another interesting characterisation of this rate, which should seem true at an
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intuitive level due to stationarity. Suppose now that our source is indexed both in the present and
past: X=(X,:n€Z). Then

Theorem 7.6 (Entropy rate and infinite past) For a stationary source X, we have that

HX)=H(X,| X~}
The proof is skipped as it uses some big measure theoretic guns.

7.1 Shannon-McMillan-Breiman Theorem

We now present a general statement of the Asymptotic Equipartition Property for discrete stationary

sources.

Definition 7.7 (Ergodic source) Let X=(X,, : n €Z) on a finite alphabet .o be stationary. Let
T:.o/%— .o/% be the left shift operator:

(Tx)n = Xpn+1

The source X is said to be ergodic if all T-invariant measurable sets are trivial, i.e: if T"'!B =B
implies that P(Xe B)=0 or 1.

Morally, a source is ergodic if if satisfies a general form of a Law of Large Numbers. This is made

precise by the following Theorem:

Theorem 7.8 (Birkhoff's Ergodic Theorem) Let X =(X,, : n € Z) be a stationary and ergodic
source on a finite alphabet .e7. Then for any measurable function f:.7Z2— R with E[|f(X)|] < co,
one has that almost surely:

= A — B )

With this Theorem, of which we omit the proof, we are ready to state and prove the general version
of the AEP:

Theorem 7.9 (Shannon-McMillan-Breiman) Let X be a stationary and ergodic source on a finite
alphabet .o with entropy rate H = H(X), then

1
Zloan(Xl”)—>H a.s
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8 Types and large deviations

We now study a powerful tool in large deviation theory to calculate the possibility of rare events. In the
AEP, we focused our attention on the small set of typical sequences, and this gave us some interesting
results. Now we will focus on sets of sequences that have the same empirical distribution, and with
this restriction, obtain bounds on the number of sequences in with a particular empirical distribution,
and the probability of each of these sequences.

8.1 Method of types

For a fixed finite alphabet .o/, let 2(./) denote the set of all PMFs of .¢7, i.e:

P(f)= {P c[0,1]7 Z P(x)= 1}

XE.of

The set 2(./) can be identified with the probability simplex.

Definition 8.1 (Type) For a message X", we define its type to be its empirical PMF on the alphabet
o
~ 1
Pa)=—> 1(X,=
(@)= 2 1K =a)

Remark 8.2 Note that the type is indeed a PMF on the alphabet .¢/, indeed:

n

z%zn:l(xiza)zézz H{x;=al=1.

ac.o i=1 i=1 ac.d/
S ——
=il

Proposition 8.3 (Probability of an IID string, ) For any x" € .&/" with type P, and any PMF Q,

we have that
_ o—n[H(B,)+D(B,1IQ)
Q"(x)=2 gl ]

Moreover, if P, =Q, then clearly
Q"(x) =270

Main idea: It is clear that logQ"(x;") = ZZ':] logQ(x;). The trick is that it is now possible to introduce
out of this air the empirical PMF, by notnig that for any function H, H(x;) =), 1(a = x;)H(a),
and so, by multiplying and dividing by 7, we can turn this into something that looks like an empirical
PMF.

ac.qf
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The reason why this Proposition is called Probability of an 11D string, is that we are
essentially saying that if {X;} ~Q are IID, then P[X* = x/"] = 27" P)+D(RlIQ) . This is remarkable
as it says that the probability of an IID string depends only through the type of the string!

Proof. We start by writing
10gQ"(Xf)=10glilQ(xi)
=ilogQ(x,-)
=i > 1({xi}a)logQ(a)

i=1 ac.o/

—nz Zl {x;Na log(%)

aerzf i=1 n

ﬁn(a)

Definition 8.5 (n-types) For a finite alphabet .¢/, the set of n-types, 2,(./) is defined to be
P (AI)={PeP(d):nPa)eZ,Vac .}

i.e: the set of empirical distributions with denominator n. Of course the type of a string x" is an

n-type.

l.e: the set of n-types consists of PMFs on .¢/ that look like

p=(h, & .. I

n’ > n

Where m =|.o/|. Therefore a straightforward observation is that since for a given n-type P,since

k; €{0,---,n}, and there are m choices to make, we have that
|2 () < (n+1)"

Of course this is a brutal bound because we have to account for the fact that k, +---+ k,,, = n.
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Definition 8.7 (Type class) Given an n-type P, the type class T(P) is the set of strings whose
empirical distribution is P:
T(P)={xe.&/": P,y =P}

N o)

Since each string x" on .&/" gives rise to n-type, namely ﬁva and each T(P) is a subset of .&", it
follows that
"= ] T(P)
PeZ ()

Moreover, we can give an explicit expression for the size |T(P)|, indeed, if .«/ ={a,,a,, -, a,,}, then to
describe a string x/" € T(P), we need to arrange nP(a,) lots of a,, nP(a,) lots of a,, ---, and nP(a,,)
lots of a,,, note that these quantities are indeed integers because P is an n-type. l.e: we have to sort
n elements (the individual bits of the string) into m groups (the letters of the alphabet), the i’" of
which has size nP(a;), this is described by the multinomial coefficient:

n n!

Now we attempt to give some information-theoretic bounds on the size of T(P).

Proposition 8.8 (Size of type class /) For a type P € &, over an alphabet of size m, we have
that
(n+1)ym2"HE) < |7 (P)| < 2MHWP)

To prove this we will need the following result:
Lemma 8.9 (P maximises P*(T(P)), ) Let P be an n-type, then the most likely type class under

P"is T(P), i.e:
Ir)gag,xP”(T(P’)FP”(T(P))
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Main idea: The key is that for a string x/" € T(P), its probability under P" is very simply [ [, ., P(a)""'@,

because each character a occurs nP(a) times, and since the string is IID, we don't care about the
order. This allows us to compute then the likelihood ratio between P"*(T(P)) and P"(T(P’))

Proof. Let P and P’ be two n-types, and write ./ ={a,,---,a,,}. Consider an x' € T(P), we have

that
P"(x")=P(x,)P(xp)-+- P(x,)

and since each x; €{a,, --,a,,}, we have that

P(x,)P(xp) -+ P(x,) = P@))" P(a)* -+ P(@,, )"

where #a; indicates the number of occurences of a; in x'. However the number of occurrences

of each a; in x" is precisely nP(a;), this is because x/' € T(P). Therefore:

P(T(P)= Y P"(x])

x['eT(P)
n
= Z P(x;)
xJ'eT(P) i=1
m
- 3 oo
xreT(P) j=1
=|7P)I| [Plaj) e
1

Therefore we have that the likelihood ratio

pr(r(P)) _ ITPITTE, Plaj
Pn(T(P?)) o |T(p/)|l_[;":1 P(aj)nP’(aj) N i1

N

/ !
(nP (a]))‘P(aj)n[P(aj)—Pl(aj)]
|

(nP(a;))

Where in the last equality, we have used the expression of the size of T(P) and T(P’) we did before

using multinomial coefficients. Now we use the inequality

k101> !
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Then we have that

PUT(P) _ [ / /
—2 (nP(a;))"F'@)-Pla) p(q yP@j)=ra))]
Py 21 1P :
m
=] [nrrerre)
j=1
= nan:I[P/(aj) P(aj)] _ =n'=1
This establishes the proof. ©

Now we are ready to prove Proposition [8.8]
Main idea: The upper bound is the standard counting argument, with the addition of the Probability

of 11D Strings Lemma, which tells us that if x;* € T(P), then P"(x")=27"H®) The lower bound comes

from the observation we did a while ago that

"= (] T(Q)

Qe

and using the Lemma which states that P =argmax,., P"(T(Q))

Proof of Proposition|[8.8. Using Proposition [8.3] we have that

1ZP Z Pn(xn) Zz—nH )|2—nH P)

x['eT(P

Which gives the upper bound. For the lower bound, we have that

1=P”(J27")=P"( U T(P’))
pP'e,

<Zp T(P")

Pez,
< n !
< |2, max P"(T(P")

=|2,|P"(T(P))
<(n+1)"|T(P)2 H®

Where in the last inequality we have used the observation that |2"| < (n+1)! as well as Propo-

sition [8.3] v

The size of type class proposition and Proposition give a non-asymptotic version of the AEP: they
explain that the strings in the set T(P) (which correspond to the typical strings, because they have
relative frequency equal to P) all have a uniform probability of 271 and that there are approximately
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2"H of them. As an immediate corollary we have that

Corollary 8.10 (Probability of type class) For any type P € 2, over an alphabet of size m, and
any PMF Q on the alphabet, we have that

(n+1)"27"PPIO < Q™ (T(P)) < 27"PPI9),

Main idea: Since all IID strings have probability determined uniquely by its type: Q"(T(P)) =

|T(P)|2~MHPHDPIQT - Now using the bounds on |T(P)| from Proposition Size of Type Class finishes
the claim.
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Before moving on, let us summarise the basic theorems concering types we have just proven. This

suite of results is the method of types, and we will use it to obtain some results in Large Deviation

Theory
|2 | < (n+1) Bound on n types.
Q"(x")= o H (P )+D(P11Q) Probability of IID strings.
|T(P)| 2" HP) Size of Type Class.
Q"(T(P))~ 2 "PPIQ) Probability of Type Class.

8.2 Large Deviations

Let X, -+, X, G Q with y =E[X] its common mean. Then the probability that

its empirical mean S, =+>"" X; is € further to the right of u is of course going to decay to zero

by the WLLN. But to obtain precise asymptotics one could bound the probability above by

P(S, > u+e€)=P(e""5 > ¢"Mi9)

= exp(—n[A(u+€)—AA)])
Where A(t)=InE[e'X] is the log-moment generating function. We thus rewrite
P(S, > u+e€)<exp(—nA*(u+e€))

Where A*(t) =sup,so(At—A(A)). This gives one way of looking at the rate at which the probability

decays. Another way we could have approached this is as follows:

The empirical averages S, can be written as an expectation under a random empirical distribution,

indeed:
5= %;f(xi) =3 S ix=a)f@= Y Py(@f(@

ac.q i=1 ac.d

Where ﬁx{l is the random empirical measure on .¢/ induced by X*. Therefore S, being at least u+e€
is an equivalent condition to the empirical distribution P =15X1n of X" being such that Ex. p[f(X)]
is at least u+e€. So that if we let E={P €% :Ex_p[f(X)]>u+e€}, then

P[S, > pu+€]=Q"({x]": Py € E})
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8.2.1 Sanov’'s Theorem

From the discussion above, we saw that asking if for X;,---,X, ~ Q are IID, their empirical mean S,
exceeds u+€, is the same question as asking if an IID string X" generated according to Q" gives rise
to an empirical distribution ﬁx{l that belongs to a special set E of probability distributions. Sanov's
Theorem asks this question in slightly more generality, attemptig to bound the probability that a
random string X' ~ Q" gives rise to an empirical PMF P\X1n that belongs to a general class of PMFs.

It will also give a very nice geometric picture of this question.

Remark 8.12 (A question on notation) Whenever | write seemingly nonsense things like Q"(P, €
E), what | really mean is - given that Q" induces a probability measure on .¢/" - chosen a random
string x' € ./ according to the distribution Q”, what is the probability that the empirical measure
this string induces, P, Eﬁxln belongs to E. Alternatively, we can think just of X" being a random
variable with P[X" € B] = Q"(B), and ask, what is the probability that the random empirical

measure induced by X" is in E. Hence:

Q"(P, € E):=Q"{x]': Py € E}=P{w: Pyy(,) € E}

Theorem 8.13 (Sanov's Theorem s¢) Let X;,---, X, & Q where Q is of full support on a finite
alphabet .o/ of size m. Then for any E C %

Q"(B, € E) < (n + )2 "infres D(PIQ)

Moreover, if E = E°, then X
lim ——1logQ"(P, € E)=D(P*||Q)

n—oo n

Where P* is the PMF that attains the infimum inf,.z D(P||Q).

Main idea: To show the upper bound, we will employ the method of types, along the trivial expression

Q"(P,eE)= > Q"(T(P))

PEEND,

in particular, we will use the Probability of Type Class Lemma. Since Q is of full support and E is
nice, infpcp D(P||Q) is attained by some P*. This and the upper bound gives that

1 —
lim —~1logQ"(P, € E)> D(P*|Q)

n—oo 1

To show the opposite inequality, consider a sequence {u,} with u, € 2,NE, and u,, — P*, and from
the sum above, we see that Q*(P € E)> Q™(T(u,)). Now use the Probability of Type Class again and

then send n — oo.
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Proof. To establish the upper bound, we first note that

Q"(PeB)= > QT(P) ()
PeENZ,
Indeed, Q"(P, € E) is the probability that a string in .«/" gives rise to a type P, that belongs to
E. Therefore to compute this probability we sum over all the probabilities of the type classes of

each n-type in E. Therefore

Q"(P, € E)<IENZ,| max Q"(T(P)

<(n+1)"sup2"PrIQ
PeE

=(n+ 1)m2—’linfpe5 D(P|IQ) (%)

Where in the second inequality we have used that |2,| < (n+1)" and Q*(T(P)) < 27"PPlIQ) which
was obtained in Corollary [8.10] To establish the second claim, we note that thinking of a PMF
P as a vector on the probability simplex, we have that D(P||Q) is continuous in P since we have
assumed Q is of full support. Therefore since E is closed, we have that the infimum is attained

by some P* € E which we fix throughout the proof. From this we can already see from (xx) that
. 1 N
liminf——1logQ"(P, € E) > D(P*||Q).
n—~oQo n

Now observe that the set | J, 22, of n-types is dense in & (the probability simplex), and hence
also dense in E. Thus we can pick a sequence {u,} with u, € 2,NE (which is non-empty because
E being the closure of its interior means its interior is non-empty, and since being dense means
that every open set will be eventually intersected by &,, we can guarantee that this u, can exist
@) such that u,, — P* and therefore D(u,||Q)— D(P*||Q) as n — 0.

From (+) and the fact that for all n, P, € E, we have that Q*(P, € E)> Q"(T(P,)), So in particular,
we also have that Q"(P, € E)> Q"(T(u,)). Moreover, using again Corollary we can further

bound Q*(T(u,)) > (n+1)"m27"PwlQ) This implies that

1 ~
limsup——10gQ" (P, € E) <limsup D{1,[|Q) = D(P*||Q)

n—oQo n—~oo
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Figure 4: Proof by picture of the second part of Sanov's Theorem

Let us explain a bit more in detail why the requirement
of E being the closure of its interior. Since | J, 2, is dense in &, it means that for any PMF
P e 2, given any error tolerance € >0, there will always be a PMF u, € 2, large enough so that
|u, — P| < € (Here remember we are treting PMFs as vectors in R"). However, the PMF P in
question is the minimiser of an infimum, so to guarantee the existence of the minimiser, which we

labelled P*, we needed E to be closed. Finally, note that we used the bound

Q"(P, € E)=Q"(T(u,))

This came from the expression

Q"(P,eE)= > Q(T(P)

PeENZ,

So we had to guarantee that we could choose our u,, to also belong to E. Let us show this. Let
€ >0, we are going to show there exists some u € ENZ?, for some n large enough such that

|u—P*| < e. Recall the definition of closure, for a set S in a topological space X,
cl(S)={xeX: for U>x open,UNS#o}

Therefore, since
E=cl(E°)

and P*€ E, we have that B.(P*)NE°#@. And since both B.(P*) and E° are open, then so is their
intersection. Now by | J, 2, being dense, we have that for n large enough, we will intersect the
open set B.(P*)N E°. Which will give us our desired u.

55



Example 8.15 (Example continued) Recall that for the event B={S, > u+¢€}, the Chernoff
bound told us that
Q"(B) < exp(—nA*(u +¢€))

Note that E = {P € 2 : Ep[X] > u+ €} has that E = E° so by Sanov's Theorem, Q"(B) < (n +
1) e "P(P"lQ) and moreover D,(P*||Q) is the asymptotically right exponent. We must then have
that A*(u+e€) < D,(P*|Q).

In fact these two quantities are equal:

Proposition 8.16 (Decay exponent and Sanov's Theorem, ) Let X/ i Q on an alphabet .</.

1 n
B:{;;f(X,-)Z,u+e}.

For events be of the form

we have that
A*(+€)= inf D,(P[IQ)=: De(P"I|Q)

Where recall that
E={Pe? Ep[f(X)]>u+e}

Main idea: Compute the supremum in the definition of A*(u+e€). To do so, you will show that
N(0)=u, and lim,_ o A'(x) = frax > 4+ €. Moreover, show A”(x)> 0. Therefore, we have that
A(A¥)=u+ € for some A*. Now consider the PMF

p,(a)= _EPAS (@)
AT Elexp(Af(X)))]

Q(a)

From this you will show that P,. € E, and as such D,(P*||Q) < D,(P;.||Q) and by computing this quantity
you will reach that D,(P.||Q)= A*(u+ €) as required.

Proof. The only thing remaining to be shown is that A*(u+ €)> D,(P*||Q). We first compute the
supremum in the definition of A*(x). Define the PMF

_ exp(Af(@)
O Bop o
Then ELf (X,)e /)
N = =2 =Eyp,[f(V)]

E[elf(Xﬂ]
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By taking another derivative it's pretty easy to see that

A’(A)=Vary.p(f(¥Y))=0
Therefore A’(A) is non decreasing from from A’(0)=u to

Q(x)f(x)
1 N (A)= 1 SN
m N)= lim D s o e U=

Because whenever x # argmax, f(x), the denominator will contain an exponential with a positive
exponent and so the limit will kill the entire fraction. Therefore, since yu < u+€ < fi.x, there must

be some A*> 0 for which A'(A*)=u+¢€, as A’ is continuous. Recalling that

A (x):=sup{Ax —A(x)}

A>0

We see that we can compute this supremum by taking derivatives and setting to zero, i.e: A'(x)= A,
and since A” >0, this will be indeed a maximum of Ax —A(x). Thus we see that A*(u+ €)= A*.
Now recall that Ey . p, [f(Y)]=A(A*)=u+e€, so P.€ E, and so

D,(P*[|Q) < D.(P:11Q)

P.(Y
=Ey.p, [l og ol )]

Q(Y)

/I*f
= EYNP;L* llog Wl
= A*Eyfvpm[f(y)] —A(AY)

=A(u+e)

as required. Q

Incidentally we have also found the PMF P* that minimises relative entropy.

Corollary 8.17 Let X" be IID with common PMF Q on .¢/. For events B such as the one in
Proposition [8.16, we have that the PMF P* that minimises relative entropy, P* =inf,.z D(P]|Q),

is equal to
exp(A*f(a))
E[exp(A*f(X,))]

Where A*> 0 is chosen so that Ey p [f(Y)]=u+e€.

P*(a)=

Q(a)

Proof. From Example we know that

A(u+e)<D(PQ)
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But in Proposition [8.16] we have found that
A*(u+€)=D(PuQ)

which means that D(P5.||Q) < D(P*||Q). But since by assumption Ey.p [f(Y)]=pu+e¢, it follows
that P,. € E and so by definition of P*, it must be that D(P;.||Q) > D(P*||Q), and as such both
relative entropies are equal. However, since D(P||Q) is strictly convex, and E is nonempty, convex
and closed, we have that the minimiser is unique. (See Proposition @

Here's a neat example of how to use
Sanov's Theorem to make a very clever counting argument. Let ./ ={1,2,---,m} and g:./ —R
be a function. Fix some a € R. Show that

1 .
#{xI":—Zg(xi)Za}wan H*= sup H(P)
= Py, P(j)g(j)za

Solution. The clever ideas are as follows: first, the constraint we have on our string can be
expressed in terms of an expectation with respect to an empirical measure. Indeed:

Ep,[g]= D g(x)Py(x)
=ijg(x)%§1(xi = x)
> LS gw1m=x)

i=1 X
:Z%g(xi)

So if we let
E={PeZ :Ep[g]>a}

Then it is clear by the above calculation that the set of strings we are interested in, is precisely the
set {x/" :ﬁxln € E}. To count the number of strings in this set, we use the second clever idea, which
is to introduce uniform random variables. In particular, by setting X;,---, X,, ~Unif{1,---, m}, we

have that -
#{x/": P;n € E}

P[Py € E]= —

Because the numerator is the number of favorable strings and the denominator is the total number
of strings. Therefore, all we need to do is estimate the probability P[ﬁxf € E]l=Q"({x] 5-ﬁx{' € E}),

and since it can be checked that E is the closure of its interior, we can employ Sanov's Theorem,
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Figure 5: Illustration of Pythagorean Theorem

to assert that Q(E)~ 27 "infrer DPIQ) |t follows that we are just left to compute this infimum. But

since Q is uniform, this is a really easy task because

P(x)
Q(x)

D(P[|Q)= P(x)log = — =—H(P)+log(m)
x=1

It now follows that Q"(E)a 2~ "infrer —H(P)log(m)) — py=npnH* \Nhich finishes our claim.

Theorem 8.19 (Pythagorean identity for relative entropy) Suppose E € & is closed and convex,
take Q ¢ E and assume Q has full support, and let P* achieve the minimum in Sanov's Theorem,
i.e:

D(P*[IQ)= inf D(P||Q)

Then:
D(P||Q)> D(P||P*)+ D(P*||Q) forall PeE

Remark 8.20 (Remark and waffle) Just for completeness, we recall that by the strict convexity
of D(P||Q) as well as its continuity in P, and the fact that E is convex and closed, then P* exists
and is unique. Before proving it, w note that the Pythagorean identity quantifies the following
statement. If D(P*||Q) is close to D(P||Q), then P is necessarily close to P*, i.e: if a PMF is close

to minimising the "distance", then it must be close to the minimiser.
Main idea: Consider the function D(A) = D(P]|Q), where P, = AP +(1—A)P*. Since P, is in E by

convexity, and P* is the minimiser, it follows that D(P,]|Q) > D(P*||Q)= D(PR,||Q), and so &, D(A)> 0.

Now compute this derivative and everything comes out nicely.
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Proof. We show the result for D,, and then just multiply by log, e throughout. Let P € E be
arbitrary, and consider the convex combination

P,= AP +(1—A)P*
By convexity of E, P, € E for all A€(0,1], and by definition of P*,

D(P]|Q)= D(P*[|Q)= D(klQ) = 0.

Therefore the derivative of D(P,]|Q) at zero, if it exists, must be non-negative (indeed think of

the defining limit of the derivative at zero plus). l.e:

P,
AZPA Jlog, 2214) a(a)

0<% p,(p1l0)
Tdx e A&~ Q(a)

dA

A=0+
= > (P P@lios, |+ [Pla)-P(a)
ac.of A=0*  qge.d
0
a) Pla) P
=2, Pl@log o5 o )P(a)) 2. P@los. 5,

= D,(P||Q)— D,(P||P*)— D,(P*|IQ)

8.3 The Gibb’s conditioning principle

Sanov's Theorem told us the following: if E C % encodes a rare event, then if X;,---, X, ~Q are |ID,
the probability that their empirical measure P, belonged to E was approximately for large n, 2-"P®"IQ),
where P* minimised the relative entropy between Q and E. Now we will use some stronger argument
to show that actually the probability of E is essentially the same as the probability of the type P*,
and that all other types that are not close to P* contribute a negligible amount of mass to E. Thus
explaining that if a rare observation is seen, then among the rare observations, the least rare is the

most likely to be observed: rare things happen in the least rare way possible.

Theorem 8.21 (Gibb's conditioning principle) Let B, be the type of IID observations X, , X,
with PMF Q which has full support on A. Suppose that E C & is closed, convex, and has

non-empty interior, and does not contain Q. Then

E[P,(a)|P,€ E]=P(X,=a|P, € E)— P*(a)

60



Where
P*=argmin,.; D(P||Q)

Main idea: The first equality is just by definition of the empirical PMF. To show that E[P,(a)|{P, €
E}]— P*(a), we aim to show that conditional on {P, € E}, P,(a)— P*(a) in probability. To do this,
we show that for any &, Q"(D(P,||P*) > 26) — 0, and then use Pinsker's inequality. To show this
convergence, define appropriate relative entropy neighborhoods and use the Pythagorean inequality,
which remember, said that if D(P||Q) < D(P*||Q)+26, then D(P||P*)<26.

Proof. It is easy to see that

-~

E[P,(a)| B, E]:= %ZE[I(X,- =a)|P, € E]

1< ~
:;ZP(Xi:aaneE)
i=1

=P(X,=al|P,cE)

Where the last step comes from the fact that each X; still has the same distribution. And if
X =Y in distribution, then for events A, B, we also have that P[X € A| B]=P[Y € A| B] by simply
expanding the definition of conditional probability). Now to show that P(X, = a | B, € E)— P*(a),
we will in fact show that as distributions, given that {P, € E} holds, P, and P* are close. We will
do this by showing they are close in the sense of relative entropy, which by Pinsker's inequality

will mean they are close in the sense of Total Variation, and from there the claim will follow.

Define the relative entropy neighborhood
B(Q,6):={P €2 :D(P||Q)< D(P*||Q)+ 6}

And define the subsets
C=B(Q,26)nE D=E\C

The picture to have in mind is something like this:
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B(Q,5)NE

It is clear that the goal is to show that for 6 < 1, we have that
Q"(P,eC|P,ecE)~1

Which is equivalent to showing that

Q"(P,eD|P,e E)~0

We begin by noting that

Q"(P"€DNE)
Q"(P,€E)

_Q'(P"eD)

~ Qn(P,€E)

_Q'(P"eD)
Q"(P,eC)

Q"(P,eD|P,€E):=

By definition of D being the set of PMFs in E whose relative entropy distance from Q is further
than 26 + D(P*||Q), we have that, in light of Sanov's Theorem:

Qn(ﬁn c D) < (n + l)mz_nianeD D(P||Q) < (n + l)mz—n[D(P*||Q)+25]

(Indeed, infpep D(P||Q) <26 + D(P*||Q) and so taking minus signs and taking powers gives the
last inequality above) To lower bound the denominator, we note that since | J,., 2, is dense in

P, every open set in & will eventually be intersected by 22,, and since E has nonempty interior,
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then B(Q,0)N ENZ, will eventually be non-empty.Let P, be one such PMF. Then

Q"(B, < C)2 Q"(B, € B(Q,6)N E))

2Ty

3)
>(n+ 1)_m2_nD(Pn”Q)

Q .
S (n+1)™m2— plPPIQ)+)

where (1) comes from the fact that C := B(Q,20)NE > B(Q,8)NE, (2) comes from the fact that
if a string x' € T(P,), then since P, € B(Q,6)NENZ,, then the type of this string P, also belongs
to B(Q,86)NE. Step (3) comes from the fact that the probability of a type class can be bounded
below by Corollary [8.10, Step (4) holds because P, € B(Q,§), so its distance to Q is at most
D(P*||Q)+ 6. Combining with the upper bound we obtained on Q"(P, € D) gives that:

Q"(P,eD|P,€E)<(n+1F"2"—0  (n— o0)
Therefore, by definition of the set C, we have that with very high probability,
D(P,]|Q) < D(P*|Q)+26.
Note that for any P € C, we have that

D(P*lQ)+26 = D(P||Q)
> D(P||P*)+D(P*|Q)

where the first inequality comes from the definition of being in C, and the second inequality is the
Pythagorean inequality. l.e: if P € C, then D(P||P*)<26. So

Q" (D(P,|IP*)<26|B,€ E)>Q"(P,eC|P,e E)—1

Therefore by Pinsker's Inequality, if for some € >0 we have that ||ﬁn—P*

1y > € then it must also
be the case that D(P,||P*) 2 €2 but since § was arbitrary, combining with the above gives that for
any € >0,

Q" (||, —p*

> €lP,€E)—0

which in particular implies that for any a € A,
Q"(IP,(a)~P*(a)| > €|P, € E)—0

which means that conditional on {P, € E}, the random variables P,(a) converge to P*(a) in
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probability. Since they are bounded by 1, the bounded convergence theorem implies they also

converge in L', and so we get the desired result, namely that

E[P,(a)|{P, € E}]— P*(a)

{P:D(P|lQ)< D(P*[|Q)+ €}

Figure 6: An illustration of what happens in Gibbs' Theorem: if you fix an € tolerance about P* in the
D(P||Q) sense, it will happen with high probability that conditional on P, € E, for n large enough, the

empirical measure will fall within the specified tolerances.

Let us showcase how to use this in a
practical example. Suppose Xj,---,X,, are distributed according to a Bin(m, g) where g € (0,1).

For some a €(mgq, m), we have that

S

lim P

n—:oQ

X1:k XlZa

i=1

= P*[k]

S |-

Where P* ~ Bin(m, A) for some special value of A which we will also determine.

Solution. First we make the remark that we really need the assumption that @ > mq, so that
a = u+ € and this is a rare event in the form of the Gibb's conditioning principle. By Gibb's

conditioning principle, we have that
P*[k] o< exp(nk)Q(k)

where 1 has to be chosen so that
Ep.[Xj]=u+e=a
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If we expand the expression above for P*[k], we obtain that

P*[k] o< exp(nk)(’Z )qk(l —q)*

-0 () (5282)
o< (1) (oY

k
(1)

exp(n)g A

1—q 1-2

Where A is chosen so that

Now we note that with this choice of A, we obtained that P*[k] o< (7)A¥(1—A)*, which is in
the form of P*~ Bin(m,A). All that's left to do is choose n so that Ep.[X;]=«a, but since P* is
binomial, this expectation is nothing but mA, and so we have that A =... Now one can choose
n appropriately so that everything checks out. @
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Suppose a dice is rolled
10'° times and a proportion of 6's was observed > 25% of the time. Given that this event has

occurred, what is the average result of the dice?

Solution. Let X;,X,,---, X, be lID Unif{1,2,3,4,5,6}. We begin by defining our rare event in terms
of empirical measures:
1
E:{Pegp :Ep[l(X1=6)]2a:Z}

Then by Gibbs' conditioning principle, we are interested in computing Ep.[X], where
P*[|=P[X, €| Pxn € E]

Since we have rolled the dice a very large number of times, we have that approximately:
P*[k] o< exp(n1(k =6))

Therefore P*k]~(q,9,9,9,9,1—5q). And to find g, we have to impose the constraint on 7,
namely that

= a=Enlf(X))=1-5q

Therefore g = 5, and now one can calculate that Ep.[X]=3.75. Q

Let us appreciate for a second Gibbs' conditioning principle. If one wanted to
simulate this event, you would be in deep shit, because if you simulated 10'° dice throws, it would
almost never be the case that you would observe a proportion of 6's greater than 1/4. Therefore
by simulation it would be a completely unfeasible task to simulate Ep.[X].

8.4 Error probability in fixed-rate data compression

Recall in the earlier sections our discussion about fixed-rate data compression: we had a source
X = {X,} and we established that data compression using codebooks, which was nothing else than
using a collection {B,} of strings of length n to compress our data, could achieve a compression rate
of H whilst having the error probability go to zero, but any codebook that has an error probability
going to zero, that is to say, the probability that a string x* does not belong to the codebook, goes
to zero, cannot have a better rate than H, thus in some sense, H was the optimal rate one could
achieve. We now pose the following question, suppose a codebook with a given rate R > H has
decaying probability of error P™. How fast can this probability of error decay? It turns out that at
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best the decay will be approximately of

Pe(n)%Z_”D* where D*= inf D(P||Q)
H(P)>R

Theorem 8.25 (Error exponent for fixed-rate compression) Let X={X,} be a memoryless source
with entropy H and distribution Q which as full support on a finite alphabet .&/. Let R be any
rate with H < R <log|.</| (This latter inequality is just a pedantic remark, because if we take the
rate to be log|.</| then there is no compression at all and so we have 0 probability of error). Then

e There is a fixed-rate code {B*} with asymptotic rate no more than R bits/symbol,i.e:

1
limsup — (1+[log|B I])—hmsup—logIB |<R

n—~oQ n—oo

whose probability of error decays at least as fast than exponentially with exponent D*, i.e

hmsup—logP —D*

n—oo

e Conversely, if {B,} is any fixed-rate code with asymptotic rate no more than R bits/symbol,
i.e:

1
limsup — (l-l-[long H)—hmsup—long |<R

n—:oQ n—oo

Then its probability of error cannot decay faster than exponentially exponentially with expo-
nent D*, i.e:
hmmf—logP > _D*

n—oQ
Where D*=infyp)sr D(P]|Q).
Proof. For the direct part, we have to construct said codebook, and our candidate will be

Bi= |J 1P
Pe®,:H(P)<R

i.e: all strings whose type is a PMF with entropy less than R. Understanding the asymptotic
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compression rate of this codebook is quite straightforward, simply:

(1)
|B,|<|2,] max |T(P)
Pe?,:H(P)<R

(2)
<(n+1)"™ max |T(P)
Pe®,:H(P)<R

@3)
<(n+1)" max 2"M®
Pe,:H(P)<R

(4)
<(n+1)"2"R

Where (1) comes from a simple bound on the size of a union of sets, (2) comes from the fact that
to determine an n-type we need to make choose among n+ 1 values for each of the m elements
of the alphabet, (3) comes from the bound in |T(P)| < 2"HP) from Proposition size of Type Class
(Proposition and the final step, (4) comes from the fact that the PMFs we are taking the
maximum over all have entropies less than R. Therefore it now follows immediately that

1

limsup —log|B’| < R.
n—oo N

We have now constructed a codebook with the desired rate. We must now show that the decay

of the error probability of this codebook is as fast as exponential with exponent D*. To do this

we explicitly compute the error probability:
(n) .— *
P :=P(X!" ¢ BY)
:P(Xfe U HPO
Pe®,:H(P)>R

= > QUIP)

Pe?,:H(P)>R
5-nD(P[Q)

=

(a

Pe®,:H(P)>R

(b) " %
<227 <(n+1)"27"P

The first three steps are elementary, and step (a) is due to the bound Q"(T(P)) < 27"PIQ found
in Proposition [8.10 and (b) comes from a simple size bound along the fact that any P € 2, with
H(P)> R will have that D(P||Q) > infpecsp,.(p=r D(P|IQ) := D*. Putting this all together shows
that

limsup % log P <—D*.

n—=oQo

To show the converse statement, we will show that for any codebook {B,} with rate no more than
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R and any € >0, one has that:

1
liminf— logPe(") >—(D*+2€)

n—oo n
Hence, let € > 0 be given, we will make the following rather long-winded but necessary observation:

e Stare at the definition D*:=infy ).z D(P||Q). Since relative entropy is continuous in P, if
we slightly shrink the set that we are taking the infimum over, then this infimum will only
increase slightly. In precise terms, for the € we have been given, there will be a small enough
0 such that

inf D(P||Q)< D*+e.
palf PPIQ =D e (+)

Now note that by taking & even smaller if needed so that R+ /2 is still less than log|.</|,
the set {P € 2 : H(P)> R+6/2} has nonempty interior, so since the n-types {2, : n > 1} are
dense in 2, for all n large enough, there will be some P, € 2, such that H(P,)>R+6/2
and by taking n even larger if needed, we can get close enough to the P that minimises the
infimum in (%) so that

D(P,||Q)< D*+2¢

Now we claim that B, is necessarily much smaller than the type class T(P,), this will come

in handy later. Let r, | 0 be a sequence of real numbers tending to zero with
1
—log|B,|<R+r, forall n>1
n

(This is allowed because of the assumption on the rate of B,,) Then we have the following:

|Bn| (<1) 2n(R+rn)
[ T(P)| — (4 1)-m2nHE)
— (I’l + l)mzn[R—H(Pn)+rn]

) (1 + 1)m2nl=/2+7:]

—
=

Where (1) comes from the lower bound found in Proposition size of Type Class (Proposition
8.8)), the second step is trivial, and step (3) comes from the construction of P,. It is therefore
clear that the right hand size goes to zero as n — o0, and so in particular, for all n large

enough,

(*%)
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We are now armed to lower bound P as required. Let x;' € A" be any string in T(P,), then

P Up(x" e B

—
Ve

P(X" € T(P,)NBY)

e
H

(P,)NBC|Q"(x))
T, n
©( |T(B)NB,

2(1 TP,

2—n(D*+26)

E
~

) (n+ 1)—m2—nD(P,,HQ)

(6) 1
2 -
2(n+1)m

Where (1) is by definition of the error probability, (2) is trivial, (3) comes from the fact that all
strings in T(P,) have the same frequency of symbols of ./, and since they are IID, they all in
particular have the same probability. Step (4) is again because all the strings in T(P,) have the
same probability, so the probability of one string is the sum of the probabilities of all strings divided
by the number of strings. Step (5) is because of the lower bound found in Corollary of Type Class
proposition (Proposition as well as the fact that the proportion of strings in T(P,) that are
in B¢ is one minus the proportion of strings that are in B, and finally step (6) is due to the bound
we have established in (xx) as well as the bound we have established on D(P,||Q). This now gives
the desired lower bound on the decay exponent of the error probability, namely that

1
liminf—log P") > —(D* + 2¢)

n—oo 1

Since e was arbitrary the proof is finished. @
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9 Variable rate Lossless data compression

In preceding discussions we studied the fundamental information-theoretic properties that fixed-rate
lossless data compression had. One of the practical problems however, is that the codebook method
required an exponential search when encoding and decoding. We now study a more practical method

of data compression:

Definition 9.1 (Variable-rate code) A variable-rate lossless compression code with blocklength n

on an alphabet .« is a pair (C,, L,) where the encoder

C,:.o" — {0,1}"

Is a one-to-one function that maps source strings x;" to variable-length binary codewords C,(x/),

and the length-function L, is defined as

L,(x]")=[length of C,(x/")]bits

For this method to be a sensible way of communicating messages, we must have the following condi-

tion:

Definition 9.2 (Prefix-free code) The code (C,, L,) is a prefix-free code if no code C,(x]") is a prefix

of another code C,(y") whenever x" # y

Symbol | Codeword Symbol | Codeword
A 0 A 0
B 10 B 01
C 110 C 001
D 111 D 0111
Table 1: Prefix-Free Codewords Table 2: Non-Prefix-Free Codewords

Naturally in the context of a non-prefix-free codeword, if the decoder were to receive the message
001, it would not be possible to detect whether the message was AB or C. Naturally, from a practical
standpoint, we wish to create a code that assigns to each message a codeword of minimal length, how-
ever, the following result expresses a fundamental combinatorial limit on possible prefix-free codeword

lengths, indicating that it is not possible for a code to assign only short codes and still be prefix-free.
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B= b:101

c:011

11 /‘V ? L*=3

101° 011"

Figure 7: The diagram that says it all: Kraft's Inequality

Theorem 9.3 (Kraft's Inequality, &2) Let L, : . @™ — N be a length function.

e If L, satisfies Kraft's inequality, i.e:

Z 2Ll <

XIEJan
there is a prefix-free code C, on A" with length function L,,.

e If (C,,L,) is a prefix-free code, then L, must satisfy Kraft's inequality.

Main idea: This all steps from the correspondence of codes and nodes in a binary tree. The prefix-free
condition guarantees that no codeword is a descendant of any other codeword. When trying to check
Kraft's inequality, the fact that the subtrees rooted at the codewords are disjoint give the inequality.

When trying to construct the codeword, Kraft's inequality guarantees there are enough leaves.

Proof. We first prove the converse. Let L* be the maximum code-word length, and consider the
complete binary tree of length L*. Every codeword can be thought of as a node in the tree, so let
the i*" code be represented by a node v;. Let A; represent the set of leaves of the subtree rooted
at v;. If a codeword v; has length L;, then it has 2L~ |eaves at depth L* as its descendants.
Since we are assuming the prefix-free condition, it follows that no codeword is a direct descendant
of any other codeword in the tree, as that would contradict the prefix-free condition. Therefore

the collection of leaves at the bottom of the tree descending from each codeword are disjoint, i.e:
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A;NA; =@ for i # j. Therefore we have the following:

U

i

L (D)
2L >

Step (1) comes from the fact that there are a total of 21" leaves at the bottom of the tree, so
the collection of all the leaves out of each codeword cannot exceed this number (the reason why
it is not an equal sign is because we can have sections of the tree that contain no codewords,
see figure). Step (2) comes from the fact that the A;'s are disjoint, and step (3) comes from the
calculation we did on the size of each A;. For the direct part, given a collection of codeword
lengths {L,(x]"): x' €.¢/"}, i.e: we have codeword lengths

0 <l,<--<l,=L*

We choose the codewords as follows:

e Choose any node from the full tree at depth £,. Since we are building a prefix-free code, all
its descendants become unusable. After doing this we have discarded 2“1 nodes at depth
L*.

e Choose a surviving node at depth ¢2, which removes 25~ leaf nodes at depth L*.

e The question is whether when we have reached the final iteration of the algorithm we have
ran out of leaves at the bottom of the tree. When we reach the last choice of our algorithm,
i.e: choosing the last codeword, which has length ¢,, = L*, we will need to pick a leaf at the

bottom of the tree, and there will be remaining

n—1 n
L* L*~t; _ oL* L*~l; _ oL*—L*
2 —212 =2 (.212 2 )21
1= =

leaves remaining, i.e: we will not have ran out of options, which means we can construct

our code.
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9.1 Code-distribution correspondence

Naturally, we wish to consider the problem of assigning the optimally short codewords to our messages,
and for this we would like to take advantage of the probability distribution of our underlying messages,
assigning shorter codelengths to the more likely messages, as an illustration, if we have a trivial set of
messages, where there are only two messages that we have to send, then we would only need 1 bit of
length for our codewords. The following result establishes the fact that there is a way, given any PMF
on our set of messages, to create a prefix-free code that incorporates this idea of assigning shorter
lengths to more probable messages. The following theorem also tells us that we are also limited in

how well we can compress messages, and this limitation will also come in shape of PMF.

Theorem 9.4 (Code-distribution correspondence, 43) We have the following:

e For any distribution P, on .&/", there is a prefix-free code (C*, L*) with

L*(x') <—logP,(x")+1 bits, for all x;'€.&/".

e For any prefix-free code (C,, L,) there is a distribution Q,, on .e/" such that

L,(x")>—logQ,(x]") bits, for all x'€./".

Main idea: The proof is really easy. From the statement of the direct part, it is no surprise that
we need to show that there eixsts a prefix-free code with length function L*(x")=[—logP,(x")]. To
show this existence, simply verify Kraft's inequality. Conversely, we are told that Kraft's inequality is

satisfied, i.e:

This looks an awful lot like a normalisation constant, and so we may define

271471(-‘5]”)
Z

Q"(x)=

and then simply solve for L,(x").

Proof. For the direct part, we note that

S eshilc N gloshied) = )

x'€qd/n xj'€.d/n

So Kraft's inequality is satisfied for the length function L*(x")=[—logP,(x]")] < —log P,(x") +1.
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For the converse part, if we assume (C,, L,) is prefix-free, then we must have that

Z 2~ L) < 1

xjledn

We may define a PMF on .&/" by

and so
—logQ,(x;")=L,(x;")+logZ < L,(x/")

Where this last inequality comes from the fact that Z <1 so logZ <0. @

We reach the final great result on this topic, which establishes fundamental bounds on the expected
length of a code. It should be of no surprise that entropy plays a key role in the limitations of how

well we can compress our data, i.e: how short we can make our messages on average whilst still being
prefix-free.

Theorem 9.5 (Entropy bounds, J) Suppose a message X" has a distribution P, on our alphabet
/", then:

o There is a prefix-free code (C*, L*) that achieves an expected description length:

E[L} (X)) < H(X")+1
e For any prefix-free code (C,,L,) on .&/",

E[L,(X[)]= H(X")
Main idea: We just use the Code-Distribution correspondence. For the first part it is clear what to
do, just take expectations to both sides, for the converse, just use the trick
P(X)Q(X)
E5[-1og QX)) = By | ~log( ~ 52— )

Proof. For the direct part, we know from the code-distribution correspondence, that if P, is the
distribution of X", then L*(x")<—logP,(x/")+1, and so

E[L*(X")] < E[-logP,(X")+1]= H(X")+1

For the converse, we use again the code-distribution correspondence to see that there is a distri-
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bution Q,, for which L,(x")>—logQ,(x/") bits, and so

E[L,(X]")] = E[-log Q,(X]")]

{0

P,(X7") Qn(Xln))]
E|l A (v
l ©°8 P,(X]") an(Xln)
H(X])+D(P,lQ,)= H(X]")

+E|lo

A nice way of expressing this result is that

H(X") < nf )E[Ln(Xl”)] <H(X")+1

n»+n

where the infimum is taken over prefix-free codes.

We conclude with a final nail in the coffin that really drives the point home that entropy is the best
rate one can achieve for variable-rate compression. The proof follows immediately from the remark

above.

Corollary 9.7 (Compression rate) Let X={X,} be a stationary source. The entropy rate H = H(X)
(which exists by Example is the best asymptotically achievable compression rate among all
variable-rate prefix-free codes:

lim inf lE[Ln(XI”)]:H

n—oo (Cnan) n

Where the infimum is taken over prefix-free codes.
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9.2 Shannon codes and properties

We end this course with a brief discussion of Shannon codes and their properties.

Definition 9.8 (Shannon code) Given a distribution Q" on .&/", the code with length function
Ly(x")=[-1ogQ"(x")]

is called the Shannon code

Remark 9.9 Note that this code indeed exists, because the length function satisfies Kraft's in-
equality as shown in the Code-Distribution correspondence Theorem, and moreover, it is not
unique, as it is easy to see (by for example looking at an example of a code-tree) that for a given
length function [, <--- <, there is more than one code attaining this lengths (one can think of

swapping branches of the tree for example).

Definition 9.10 (Ideal Shannon codelengths) For a distribution Q™ on ., we call the function
L,(x)')=—logQ"(x")

the ideal Shannon Codelength.

Remark 9.11 This name comes from the fact that as n becomes large, taking the integer part

or leaving the decimal part has no effect on the asymptotics.

Theorem 9.12 (Competitive Optimality of Shannon Codes) Let X* ~ P" be a message on .&/",
then for any other distribution Q" on .o/, we have that

P[—logQ"(X")<—logP"(X/)—K]<27"

Remark 9.13 (Waffle) Recall that any variable-rate compression code can be identified with a
probability measure Q" on .¢/". What this Theorem tells you is that if you are trying to compress
any file (that is large enough so that the right hand side of the inequality is not negative), the
probability that any algorithm beats the Shannon code by a merely 20 bits is less than one in a
million.
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Main idea: Markov's Inequality.

Proof.

P[—logQ"(X]") < —logP"(X]')—K]= P[log
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A Some nice results

Theorem A.1 (Jensen's Inequality) Let X be a random variable taking values in .o/ CR and let
f:./ — R be a convex function. Then

E[f(X)]= f(E[X])

Corollary A.2 (Log-sum inequality) Let (a;) and (b;) be a collection of real, non-negative numbers.

Then we have that (Z )
a; A

a;log— 2( ai)log’—

2 log > | 2 o Jlog 5= s

F .

171

Proposition A.3 (Marginal trick) Let (X[") have a joint mass function Px» on ./". Let f:.o/ —R
is a function, then

D Pen(x)f(x) =Ep [f(X)]= D Py (x)f(x)

xXe.qn xX€A

Proof. The proof is, as the name suggests, a very simple trick to get the marginal distribution.

Its a really simple computation, but | write it down for future reference.

D Po()f(x)= D0 > > fl) D P, X, %)

Xe.g/n X1€EAX,EA  Xx;€EA X, €A
= E f(xi) E E PXI”(xlr""xi!"'»xn)
X; €A J#i xj€A

the marginal distribution

= Z f(xi)PXi(xi)

X;€A

Proposition A.4 (Cesaro Lemma) If a,—a and b,=+>"" a;, then b,— a.

Proposition A.5 (Factorial inequality) Let k,£ €N, then k!/¢!> (%!,
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Proposition A.6 (Uniqueness of minima in strictly convex function) Let f: E— R be a strictly
convex function on a convex domain E. Then if f attains a minimum at x € E, then this minimum
iS unique.

Proof. Suppose that y € E is another minimiser, i.e: f(x)= f(y). Then by taking a convex
combination of x and y, we see that

fAx+(A=A)y)<Af(x)+1=A)f(y)=f(y)

and so we have found a point z=Ax+(1—A)y (which belongs to E by the convexity of E) with
f(z)< f(y), which contradicts the minimality of y. @
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